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The following changes have been made in this new version of
NLIN:

1. Two new output control parameters, PARM and OBS,
are available. PARM allows suppression of the
listing of problem parameters, and OBS provides
control over the number of observed, predicted
and residual values to be printed or plotted.
See Section IV.

2. Approximate coefficient values are now printed
with a precision determined by problem parameter
NUMDIGT.

3. Floating point underflow exceptions are suppressed
during the computation of cross-products of partial
derivatives.
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Introduction

NLIN is a PL/I version of D. W. Marquardt's main program titled 'Least
Squares Estimation of Nonlinear Parameters' [3] from which much of this doc~
ument has been exerpted. The original program was written in FORTRAN IV.
It was converted to PL/I by J. A. Middleton of the Computing Center at North
Carolina State University, Raleigh, North Carolina and submitted to the SHARE
Program Library [4].

Since the original version in PL/I, several versions have been passed.
The present version (Version 3) has considerably greater input-output flexi-
bility and input data screening than earlier versions. It is in double
precision.

A. The Method
NLIN is a main program to fit the model

Y=f (X adpseen X 3Dsbyse et by )

where Y, is the value predicted by the model (f) for the #th observation
after estimation of the parameters (coefficients, b's) from the n sets
of observed values:

(yi’xi,]’x1,2"“’xi,g"""x1,m) i=1,2,...,N

Y5 is the observed value of the dependent variablejand the X; o
are the observed values of the m independent variables at the i£h data
point.

The program computes the least squares estimates of the b coeffi-
cients using the maximum neighbor method; i.e., the program minimizes

n 2
i=1

by adjusting the bj.




A general outline of the algorithm is as follows:

Let ﬁLk x k] BTE
Eﬁn x k] has elements
ERE ¥ i=1,....03 §=1,... .k
J
Ik x17 (" D2 S
ﬂ_ "E'I (.Y-I"Y-i) El_ J-]:-“-:k
J

where the underlining designates an array.

Now A and g are scaled so that

A' = (a';.) = ( 1) ., and
- 1 Ya,. Va.. )

B | JJ
g = (g‘j) = (g,] / "ajj )

At the rth iteration construct

(ﬂfr + Afl)gfrzg.r ,
where the superscript r denotes the iteration, and solve for d" where
d" gr/iriig) . The vector d is a direction vector and shows the general
direction of the minimum. Now a vector §§=gf+gﬁ where the bj are the
parameters to be estimated and s=r+l, can be obtained.

The A' are selected so that
PHI® <PHI" (1)

until PHI is minimized. Large values of X are used only when necessary
to satisfy (1), in which case a steepest descent method of solution is
approached. This method provides for rapid progress at the beginning of
a problem but gives a slower later progress. When equation {1) can be
satisifed by the use of a small A the method of solution approaches an
unmodified Taylor series which converges rapidly when the maximum neighbor-
hood can be adequately represented by a 1inear function. Thus Marquardt's

5

method combines both steepest-descent and Taylor's linearization method.

Marquarﬁtalso found that in most cases the angle between the direction vector




produced by the steepest-descent method and that given by Taylor's series
method was between 80° and 90° because of elongation of the error surface.

Marquardt's (2) strategy of choosing a is, in general, where (=PHI
above:
"Let v>T1.
Letrd denote the value of A from the previous
(g=r-1) iteration
Initially Tet A°=1072, say.
Compute $(Aq) and $(Aq/v).
i, If 0 v) <", 1et A"=Yv.
1. If 0GYv)9", and 90D <= 07, Tet aT=20,
tii. If 0(9/v)>0", and O(2%)>9"
increase A by successive multiplication by v until for some
smallest w, ¢(Aqvw)<=¢r, Let A =2 WY,
When intraparameter correlations are very high, X can become extremely
Targe, in which case, test iii can be altered as explained in Marquardt's
paper.

Convergence has occurred when one of the tests in section I.B. are
met.
The user must supply a vroutine named FCODE to evaluate Yi for each
i and bj combination. In addition, the user may optionally supply a
routine called PCODE to evaluate the partial derivatives of Y with respect

X

to bj for j=1,...,k. These routines may be either PL/I subprocedures or
FORTRAN subroutines.

If PCODE (analytic derivatives) is not suppliied, then NLIN wiil
estimate the derivatives by finite difference approximations. The user
should be aware that using estimated derivatives usually increases the
computation time since there will be (k+1) evaluations of the function




for the k parameters to obtain the finite difference expressions; i.e.,

aYi " 'F(x_i ,.I""’bj‘*_A,‘."bk)-f(x.i ’-[,--n,bk)

b, A

J
where A= DEL. if bj=0
DEL*bj otherwise

and DEL is specified by the user or takes the default value 107°.  When
the model is insensitive to one or more of 1ts parameters either a large
value of DEL or analytical derivatives may be needed to obtain non-zero
increments. '

Convergence Criteria
The program may take one of three routes to convergence.

1. Epsilon test - This test is passed when, for all j,
|Abj|< =CRIT

where CRIT = 10.E0**-NUMDIGT if |by] < =TAU
10.EO**-NUMDIGT*[b, | if [b,[>TAU

and Abj is the change in bj from the last iteration.

2. Gamma Epsiion Test - This test is passed when all parameters have
passed the epsilon test and in addition GAMMA GAMCR, where GAMMA
is the angle between the direction given by the gradient method
and that given by Taylor's series method. The sum of squares (SS)
should be minimized within rounding error at this point.

3. Gamma-Lambda Test - This test is passed when LAMDBA>1.0 and
GAMMA»30° and indicates that the parameter estimates are highly
dependent on rounding error, probably due to high correlations
among the estimates of the parameters. The SS are not necessarily
minimized.




Confidence Limits

NLIN calculates three types of confidence 1imits based on the
problem parameters: T (student's t at’ (1-a) Tevel) and FF (the F value
at (1-a) level). A1l assume that the errors are normally and independent-
1y distributed random errors. Let .‘SE=(PHI/(n-k))W2 with PHI being the
minimum sums of squares; and 1et‘Eé§f1.

1. Single parameter confidence 1imits are computed as:
= :I: * *12

where t is the two tailed (1-a) point with (n-k) degrees of freedom
from Student’'s t distribution and bj is the final parameter estimate.
These 1imits provide a minimum length interval by assuming the other
parameters are equal to the populational values. Note that the
elements of C can be used to express the extent of the correlations
(rij) among the parameter estimates as

_ - C. .
B—(r'ij) ( - 1] )
Y Cyy chj
This matrix points out the parameters in a model which are highly

correlated and can be used for evaluating the experimental design.

ny

Support plane confidence limits are computed as

2 1/2

SP = bji' (KFy_(konek) SE Cj5)
where F is the variance ratio statistic at the upper {1-«) point of
the distribution for k and (n-k) degrees of freedom. These intervals
are conservatively wide and considered by Marquardt (3) " to be the
most realistic portrayal (within the applicability of the linear

theory) of the precision of the parameter estimates individually.®

3. Nonlinear confidence limits are also computed; however, since the
model is nonlinear, the representation by the Tinear terms in a Taylor's




expansion is only an approximation in the vicinity of the minimum.
This approximation will be inadequate outside some region around the
minimum and thus the nonlinear confidence ellipsoids based on Tinear
theory will not always be calculatable. When this occurs NLIN notes
that the 1imit cannot be found in the area around the minimum.

Marquardt's (3) calculation of these Timits can be briefly
described as follows:
If the model is correct and the parameter estimates vary from
their truevalues only because of random errors, then
(PHIc - PHI)/k
(PHI/(n-k))
and confidence limits can be obtained by trial and error for each
parameter individually by varying PHIc until the ratio is less than
or equal to the F value. The parameters are varied one at a time.

is distrbuted as Fl—a(n,n-k)

This procedure will thus give approximate (approximate in the sense
of the o Tevel) nonlinear confidence Timits for the parameters.

I11. Modules for NLIN

Letters in parentheses indicate the identification that is coded in

columns 73-76 of the record for the source nndu]es;

].

NLIN (NLIN) consists of two basic modules. Four sets of sample routines
and test data are also available. The main program and a FORTRAN=-PL/I
1ink routine are the basic modules. The user supplies the FCODE (and
optionally PCODE} routine, and the problem input data.

The REGION reguirement for NLIN can be calculated approximately as
the sum of the following core requirements:
1. 85 K for NLIN load madule including the FORTRAN-PL/I link routine
2. 10K for transient requirements.




3. fK for the FCODE-PCODE routines. f will generally be less than 4.
4. bK for buffers, b will generally be Tess than 16, and is the amount
of core required for buffers.
5. 10K for automatic storage plus cK for controlled storage
where: c=(4n(m+1)+16k(k+6)+8(IP+2:NTABLE+NCONS))/1024
k is the no. of parameters being estimated
n is the no. of observations
m is the no. of independent variables
NTABLE is the no. of auxillary values
NCONS is the no. of constraint residuals
IP is the no. of constant parameters

The FORTRAN-PL/I 1ink routine (FTLK) is only necessary if FORTRAN is used
to write FCODE (and optionally PCODE}. In the main program,the Tink

_routine is called from card numbers NLINO399,0400,0411, and 0412. The

entry points are declared in card numbers NLINOCO9 to NLINOO12. This
routine requires about 220 bytes of storage.

A third module (PLFP) is a PL/I source routine for testing NLIN. The
model is Y=A*EXP-(B%X). It contains FCODE and PCODE separated by a

**PROCESS;' card and can be compiled from disk or tape.

-

A fourth module (PLDA) is the data for the model in the third module.
The correct results are:

COEFFICIENTS
PROBLEMS A B
1,4,5,6 1.03714 0.959716
2 1.0 0.980914
3 0.977976 1.0

This module (FOFP) is the same model as in 3, but written in FORTRAN and
can be compiled directly by FORTRAN G or H.
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10.

Data (FODA) for module 5 which should give the same results as from
module 4.

A PL/I test program (SKFP) using the model y=a/x + b/xS. Both FCODE
and PCODE are included and separated by a '*PROCESS;' card so that they
can be compiled directly.

Data (SKDA) appropriate for the model in module 7. The estimated para-
meter values should be approximately:

COEFFICIENTS
PROBLEM A B C
1 7.9982E+01 2.00066E+01 2.50075E-01
2-40 4,98125E+01 5.00812E+01 2.50331E-01

The second problem is run 40 times for timing comparisons in testing PL/I
compilers.

FORTRAN subroutines (MQFP) FCODE and PCODE using Marquardt's test model,
Y=A*EXP(B*X)+C*EXP(D*X). The subroutines are directly compilable.

Data (MQDA) for Marquardt's test model. The approximate parameter

estimates are:
5.90710E£+00, -2.02158E-01, 2.49243E+00, -5.48351-02

How to put NLIN on disk in load module form.

Example Job Control Language to store NLIN on disk in load module form

is given below. Procedure ASFC assembles the PL/I-FORTRAN link routine (FTLK)
and stores the resulting object module in a temporary data set. Procedure
PLOCL compiles the PL/I main program (NLIN), adds the resulting object module
to the temporary data set and executes the Linkage-Editor which processes the
combined object modules as primary input. The Assembler F-level and PL/I
Optimizing compilers are used in this example, and the storage device is a
3330 disk drive.




Iv.

(TIME used here is CPU time plus I/0 EXCP time, on a S/370/165.)

//jobname JOB account,programmername,TIME=(3,15),PAGES=65,M=]
//STP1T EXEC ASFC
//C.SYSIN DD define data set containing FORTRAN-PL/I interface source routine
//5TP2 EXEC PLOCL,PARM.C='OPTIMIZE(TIME)' ,REGION.C=300K
//C.SYSIN DO define data set containing PL/I source code for NLIN
//L.SYSLMOD DD define data set to contain NLIN Load Module, UNIT=DISK,
// DISP=(NEW,CATLG),SPACE={TRK,(25,,1),RLSE),VOL=SER=NCSON1
//L.SYSIN DD *

LIBRARY (FCODE}
/‘*
//

How to use the NLIN load module
A. With PL/I FCODE, PCODE routines:?
//jobname JOB account,programmefname
//A EXEC PLOCLG,PARM.C='OPTIMIZE(TIME)',REGION.G=125K
//* PL/I OPTIMIZER COMPILE,LINK-EDIT AND EXECUTE
//C.SYSIN DD define dataset containing:
FCODE
*PROCESS;
o PCODE
//L.MYLIB DD DISP=SHR,data set name of load module tibrary
//L.SYSIN DD *
INCLUDE MYLIB{programname)
ENTRY PLISTART

} if analytic derivatives are used.

/*
//G.SYSIN DD define data set containing problem data
//
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B. With FORTRAN FCODE, PCODE subroutines:
//jobname JOB account,programmername
//A EXEC FTGCLG,REGTION.S=130K
//* FORTRAN-G COMPILE, LINK-EDIT AND EXECUTE
//C.SYSIN DD define data set containing:
SUBROUTINE FCODE
SUBROUTINE PCODE - if analytic derivatives are used.
//L.MYLIB DD DISP=SHR,data set name of ioad module library
//L.SYSIN DI *
INCLUDE MYLIB(programname)
ENTRY PLISTART
/‘*
//G.SYSPRINT DD SYSOUT=A
//G.SYSIN DD define data set containing problem data
// .
The example JCL assumes the use of the PL/I Optimizing compiler and the
FORTRAN IV G-level compiler. The PL/I F-level and FORTRAN IV H-level
compilers can also be used.

REFERENCES
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N. Y. -
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NLIN. IBM SHARE Program Library No. 360D-13.2.0Q03.




Appendix A

Magnetic Tape Key

The tape volume contains 10 files and 11 tape marks (TM) as shown below.

The DCB information for all files can be summarized by saying:
(RECFM=FB,LRECL=80,BLKSIZE=1680)

A11 source programs have an alphabetic code in card columns 73-76 and are

sequence numbered in card columns 77-80. The data decks contain no identifi-

cation. The files are arranged as follows:

File 1 PL/I Source Deck (NLIN main program)
EBCDIC .
NLIN in cc 73-76; all cavds & sec!uenaano, oso | thru 1079 4w co TT-80
1079 card images’ 7 :
™

File 2 Assembler (05/360) subroutine FORTLNK
EBCDIC
FTLK in ec 73~76, all cards; sequence no. 0001 thru 0064
in cc 77-80.
6% card images
™

File 3 PL/1 test problem source routines FCODE, PCODE separated
with a '"*PROCESS;' card.
EBCDIC
PLFP in 73-76, all cards: sequence no. 0001 thru 0015
in ¢¢ 77-80.
15 card images
™

File 4 Test problem data for PL/I routines
EBCDIC
No identification
21 card images
™

File & FORTRAN test problem source subroutines FCODE,PCODE.
EBCDIC
FOFP in c¢cc 73-76, all cards: sequence no. 0001
thru 0014 in cc 77-80;
14 card images
™




File 6

File 7

File 8

File 9

Fiie 10

Test probléem data for FORTRAN subroutines.
EBCDIC

No identification

21 card images

™

Shrikhande's model; PL/I problem source routines
FCODE,PCODE separated with a '*PROCESS;' card.

EBCDIC

SKFP in cc 73-76, all cards; sequence no. 0001 thru 0027
in ¢cc 77-80;

27 card images

™

Shrikhande's model test data
EBCDIC

No identification

10 card images

™

Marquardt's model; FORTRAN problem source subroutines
FCODE ,PCODE

EBCDIC _

MQFP in cc 73-76, all cards; sequence no. 0001 thru 0024
in cc 77-80;

24 card images

™

Marquardt's model test data
EBCDIC

No {dentification

8 card images

™

™
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II.

FUNCTION

NLIN is a main program t» fit the model
Y = f (X:l' e ey XH]; .bl PN 'blt)
to the n sets of observed values

(¥3.%5,1.,-...x4 m) i=1,2,...,n

*

by adjusting the coefficients b to minimize
¥ 2
PHI = El (yi—-Yy)
1=

Y 1is the value of the dependent variable Y predict=d by the
model £ for the ith observation. Yy is the ith observed value
of the dependent wvariable, and X jis the ith observed value
of the independent variable X.. For a complete discussgsion of
the method, see the references in Section III.

Any aumber of problems can be processed in one run as long as
the basic model remains unchanged. A problem is defined as
one set of observations and the associated parameters.
Options are provided to use either estimated or analytic
partial derivatives of f with respect to the coefficients, to
control the amount and detail of printing, t> omit parameters
(that is, to introduce constant coefficients into the model),
to plot {on the printer) the observed and predicted values of
the dependent wvariable, to introduce constraints on any
coefficient value, to obtain nonlinear confidence limits, to
limit the amount of new data to be read for a new problem, to
allow the use of values used or computed for the previous
problem, and to use either FORTRAN or PL/I external routines.
Observed values can be read from disk, tape or cards. Any
number of observations may be used within the limits of main
memory .

USE

A. Job Control Language

The program may be executed at TUCC using the following JCL,
where NCS.NLIN.LOAD is the name of the data set containing the
NLIN program. The PL/I Optimizing and FORTRAN level G or H
complilers can be used to compile user-supplied routines FCODE
and PCODE.

~3-




1. For PL/I routines FCODE and PCODE:
//jobname JOB xXX.yyy.zzz,username
// EXEC PLOCLG
//C.SYSIN DD *
(procedure FCODE)
*PROCESS:
(procedure PCODE)
//L.LIB DD DSN=NCS.NLIN.LOAD, DISP=SHR
//L.SYSIN DD *
INCLUDE LIB(NLIN)
ENTRY PLISTART
//G.SYSIN DD *
(data)
//
2. For FORTRAN routines FCODE and PCODE:
//jobname JOB xxX.yyy.Zzz,username
// EXEC FTHC
//C.SYSIN DD *
{subroutine FCODE)
{subroutine PCODE)
// EXEC PLOLG
//L.SYSLIB DD DSN=SYS1l.FORTLIB,DISP=SHR
//L.LIB DD DSN=NCS.NLIN.LOAD, DISP=SHR
//L.SYSIN DD *
INCLUDE LIB{NLIN)
ENTRY PLISTART
//G.FTO3F001 DD SYSOUP=A,DCB=(RECFM=UA,BLKSIZE=133)
//G.SYSIN DD *
{data)
//
B. Input

Input to the program consists of five data groups in the
following order:

i.

ii.

iii

Problem parameters:

Subscripts of constant or omitted coefficients
(optional, see Section II.B.2.):

. Observed values of the independent variables X
(optional after the first problem and can be in
a separate data set):

iv. Observed values of the dependent variable Y (optional

after the first problem, and can be in a separate
data set with the independent variable values); and

—d-




v. Initial subjective estimates for the k coefficients
(optional after the first problem).

These data groups can be repeated as necessary for subsequent
problems. The problem parameters are prepared as PL/I data-
directed input (see B.1l. below): the remaining data groups are
prepared as PL/I list-directed input (see Section II.R.3).

1. Problem Parameters
All problem parameters receive a default value when
execution is initiated. Changes to these values are
introduced by including a parameter in a problem
parameter input list.

The problem parameters appear in the input stream as a
series of items of the form:

parameter-name = wvalue

and each is separated from the preceding item by a

comma and any number of blanks. The entire group is
ended with a semicolon. This format of input is
called data-directed input. See the examples below.

Only those parameters whose values are to be changed
from the value used in the previous problem (or from
the default value in the case of the first problem)
need be included in the list; the semicolon must be
present even if no parameters are specified. The
parameters may be in any order; they may begin in any
position and may be continued from one record to the
next, as long as no blanks are introduced either in
the parameter name or in the value by so doing.
Parameters are read from file SYSIN {default input
tile for PL/IL). Except for parameter ID, all
parameters should have integer values if they begin
with one of the letters I through N; and may have
either a decimal point, an E scale factor, or both, in
all other cases. Arithmetic values may be signed.

A complete list of all problem parameters and their
defaults is in Appendix B. The most widely used
problem parameters are:

ID A user identification for the problem, up to
100 characters long, enclosed in
apostrophes. Example: ID='TEST 1'. Default
is ID=' '. BApostrophes to be included in
the identification value must be coded as
two apostrophes, e.g., ID='SMITH''S TEST'.
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ITOFF

NOPCODE

TAU

NUMDIGT

DEL

GAMCR

Number of observations. N=0 indicates the
end of the input data. Default is zero.

Total number of coefficients to be

estimated. Default is one.
Number of independent wvariables. Default is
one.

Number of constant coefficients {see Section
B.2}). Default is zero.

Maximum number of iterations allowed to
search for a solution. If this number of
iterations is reached, all information
obtained to this point is printed, and the
message "FORCE OFF" is printed. Default is
50.

Determines use of analytic or estimated
(finite Jifference) partial derivatives. If
NOPCODE > 0, estimated derivatives will be
used (PCODE will not be called). If NOPCODE
<= 0, analytic derivatives will be used
(PCODE will be called). Default is one and
estimated derivatives will be used. PCODE
is described in Section II.D.

Determines whether convergence is based on
significant digits or decimal places (see
Epsilon Test in Section III.A). If the
absolute value of a coefficient is greater
than TAU, then significant digits are used
in testing for convergence; otherwise,
convergence will be to a specified number of
decimal places. Default is zero.

Number of decimal digits to be used in
testing for convergence. The parameter
value must be in the range 0 < NUMDIGT < 16.
Default is four. {See Section III.A.3)

Multiplier for estimated derivative
calculations. DEL must be in the range 0 <
DEL < 1. Default is 1.BE-5. It is

recommended, although not essential, that
the exponent of DEL be less than -NUMDIGT.

Criterion angle used in the gamma-epsilon
test. Default is 45.0 degrees. See Saction
ITT.A. 4.




These parameters allow for the solution of most
problems. Observations and coefficients would be
included for each problem, and a limited amount of
printout would be obtained for each iteration with
detailed information given upon the completion of =ach

problem. Optional parameters controlling the amount
and form of output (including plot output), limiting
problem input, controlling confidence limit
calculations, and other parameters available are

explained in Section IV.
Examples of problem parameter input lists:
ID='FIRST DEGREE', N=20, K=2, M=3
N=16, K=3, GAMCR=30., ITOFF=10, NUMDIGT=6 -:
N=0 (End of problem group.)

Constant Coefficient Subscripts

Constant coefficients are useful for making changes to
a model. For example, the model

y = bi(l—bze )

—bgx
e
2 )
if byg is held constant with the value =zero.

Coefficients by and b3z could be held constant at one
to produce another variant of the model.

can represent y = b1 (1-b

If coefficients are to be held constant during the
solution of a problem, then specify problem parameter
IP to be the number of such coefficients and provide a
list of the coefficient subscripts (corresponding to
the subscripts appearing in the model equation) in the
input Jdata. These should appear as 1IP integers
separated by commas and any number of blanks (list-
directed format). The list may begin at any point in
file SYSIN after the semicolon which terminates the
problem parameters. Values for constant coefficients
are specified along with the estimated wvalues of
nonconstant coefficients. See B.5 below.

Independent Variables
Observed values of the independent variables must be
included for the first problem; they can be omitted

for subsequent problems (see use of parameter NOX in
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Section IV}. These values must be listed in order by
variable, one observation at a time. For example,

where n is the number of observations, and m is the

number of independent variables. This is list-
directed input where the values are separated by a
comma and any number of blanks. There must be n*m of

these values, if they are required.

These values are normally obtained from file SYSIN,
but they may be included in a data set (disk, card or
tape) that is separate from the other program input
and has ddname DATA. Observed values of the dependent
variable must be in the same data set as these values.
Thus, if file DATA is defined, it is used as the input
file for observed values. To use file DATA, include a
DD statement of the form:

//G.DATA DD DSN=datasetname,DISP=SHR

preceding the usual //G.SYSIN DD * statement. See
also problem parameter NVY in Section IV.A.l.

Dependent Variables

Observed wvalues of the dependent wvariable must be
included for the first problem, but they may be
omitted for subsequent problems {(see use of parameter
NOY in Section IV). Values for the dependent variable
must be given in order by observation. There must be

n of these values, if they are required. The format
of the values is the same as is indicated for the
independent variables. Optional use of file DATA is

as described above and must be used if the independent
variables are read from file DATA.

Initial Coefficient values

The initial estimates of the coefficients must be
included for the first problem and may be omitted for
subsequent problems (see use of problem parameter
NOCOEFF in Section IV.A.1l}. The order of the
coefficients is determined by the user-written FCODE
and PCODE subroutines (see Sections II.D and VI.A).
The format of the coefficients is the same as that of
the independent variables (list-directed). These
values are read from file SYSIN.




Record boundaries may be ignored when entering values as long
as blanks are not introduced into a value itself. Sample
input is inciluded in Section VI.

C. Default Output

Output for each problem will begin on a new page (an example
of the output is given in Section VI.A.3). Program and
problem identification are printed, followed by a table of the
problem parameters. For each ijteration until problem
termination, the following information is printed and labeled:
number of iterations completed, approximate coefficient
values, value of PHI (sum of squares of residuals), standard
error of PHI (SE=SQRT(PHI/(N-K+IP))), LENGTH of increment
vector, value of GAMMA (angle between the negative gradient
and the Taylor series vectors), value of LAMBDA (a parameter
which facilitates convergence), and a message indicating
whether analytic or finite-difference partial derivatives were
used. When one of the criteria used to terminate iteration is
met {see Section III), an appropriate message is printed at
the top of a new page, followed by the number of iterations
completed, approximate coefficient wvalues, a table of the
observed and predicted values of the dependent variable, and
the residuals at each data point. The values of PHI, SE and
LAMBDA are then printed, as are the inverse of the normal
equation matrix, the parameter correlation matrix, and a table
of the standard error, one-parameter confidence limits and
support-plane confidence limits for each coefficient. Last,
the non-linear confidence limits are printed.

All standard output 1is to file SYSPRINT (normally the
printer); output record length is 133 characters including
carriage control. The user can also output information to
other files from the user-written routines FCODE or PCODE.
All computations are double-precision. Six significant digits
are printed for most output values. Approximate coefficient
values are printed with NUMDIGT+1 significant digits.

D. User-Written Routines

The user must supply an external routine named FCODE which
evaluates the model equation and calculates the residual,
given estimates of the coefficients. 1In addition, if analytic
derivatives are to be used (NOPCODE =0), a routine named PCODE
is required which evaluates the partial derivatives of the
equation with respect to the coefficients. These routines may
have either PL/I-compatible calling sequences or, if problem
parameter NOPL1l > 0, FORTRAN-compatible calling seguences (see
Section IV.A.4}).




1. PL/I ROUTINES

a. FCODE calling sequence:

CALL FCODE (Y,X,B,PRNT,F,I,RES,M,N,K);

M, N and K are problem parameters as defined in
Section II.B.l. Y is a vector containing N
observed values of the dependent variable. X is a
two-dimensional (N,M) array containing N sets of
observed values of the M independent variables. B
is a vector containing K values of the current
coefficients. PRNT is a vector which may contain
any user-defined output values, and is also useful
as a means of passing values from FCODE to PCODE
(see use of problem parameter NTABLE in Section
Iv.2). FCODE should compute the predicted wvalue
of the model at the Ith observation, given X and

B, and store the wvalue in argument F. The
residual should then be calculated and stored in
argument RES (RES=Y(I}-F) subject to

considerations of constraints and weights as
discussed in Section IV. A sample subroutine is
included in Section VI. Y, X, B and PRNT must be
declared as arrays with dimensions as follows:

DCL Y(*), X(*,*), (B(*), F, RES, PRNT(*)) FLOAT (16):
Note that X and Y are the only single-precision
arguments; B, PRNT, F and RES being double-

precision.

b. PCODE calling sequence:

CALL PCODE (P,X,B,PRNT,F,I,M,N,K);

M, N and K are problem parameters as defined in
Section II.B.l1. X, B, PRNT and I are as used in
procedure FCODE, and F is the model value as
computed by FCODE for the Ith observation. P is a
vector which PCODE must use to store the values of
the K partial derivatives of the model equation
with respect to the coefficients B(l),...,B(K),
evaluated at the Ith observation. See Section
VI.A.1 for an example. The arguments should be
declared with dimensions as follows:

DCL X{*,*), (P(*),B(*),PRNT(*),F) FLOAT (16);
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2.

FORTRAN Routines

a.

FCODE calling Sequence:

CALL FCODE (Y,X,B,PRNT,F, I, RES,M,N,K)

M, N and K are problem parameters as defined in
Section II.B.l. Y is a vector containing the N
observed values of the dependent variable. X is a
two-dimensional (M,N) array containing the N sets
of observed values of the M independent variables.
B is a vector containing K values of the current
coefficients. PRNT is a vector which FCODE can
use to store user-defined output values, and is
also a means of passing values from FCODE to PCODE
{see problem parameter NTABLE in Section 1V.2).

FCODE should compute the predicted value of the
model for the Ith observation and store the value
in argument F, given X and B. The residual should
then be calculated and stored in argument RES
(RES=Y(I)-F) subject to considerations of
constraints and weights as discussed in Section
IV. A sample routine is included in Section VI.
The variables and arrays should be declared as
tollows: '

REAL*4 Y(N),X(M,N)
REAL*8 B(K),PRNT(1),F,RES

Note the order of subscripting on X: the first
subscript is the independent variable index; the
second subscript is the observation index. B,
PRNT, F and RES are double-precision: X and Y are
single~precision.

PCODE calling sequence:

CALL PCODE (P,X,B,PRNT,F,I,M,N,K)

M, N and K are problem parameters as defined in
Section II.B.l. X, B, PRNT and I are values as
used in FCODE, and F is the value of the model as
computed by FCODE for the Ith observation. P is a
vector which PCODE must use to store the values of
the K partial derivatives of the model equation
with respect to the coefficients evaluated at the
Ith observation. See Section VI.A for an example.
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ITI.

The variables and arrays should be declared as
follows:

REAL*4 X(M,N)
REAL*8 P(K),B(K),PRNT(1l),F

ANALYSIS

The algorithm selects an optimized correction vector for the
coefficients by interpolation between the vector obtained by
the gradient method and the vector obtained by a Taylor
series expansion truncated after the first derivative.
Iteration is applied to this vector according to the least-
squares method of estimating parameters until one of the
criteria listed below is met. For a detailed discussion of
the algorithm, see D. W. Marquardt's article, "An Algorithm
for Least Squares Estimation of Non-linear Parameters,"
Journal of the Soc. of Industrial Applied Math., Vol 1IT
(1963), pp. 431-441.

A. Criteria for Problem Termination

1. TForce OQff: the specified maximum number of
iterations were completed before satisfying another
termination criterion. See problem parameter ITOFF
in Section II.B.l. PHI is not minimized.

2. Gamma-Lambda test: the Marquardt parameter lambda

has become > 1, while the angle, gamma, between the
negative gradient vector and the Taylor series
vector is > 90 degrees. This usually indicates the
presence of very high correlations among the
coefficient estimates. In this situation, the
coefficient corrections may be dependent upon
rounding error and PHI is not necessarily minimized.

3. Epsilon Test: This test 1is passed when two
successive approximations of each coefficient round
to either:

(a) the same set of NUMDIGT significant digits,

or
{b) the same set of NUMDIGT decimal places.

Which criterion is used depends on the magnitude of
the coefficient being tested and the problem

parameter TAU. If the absolute value of the
coefficient 1is greater than TAU, the relative
criterion (a) is used. When the absolute value of

the coefficient 1is 1less than or equal to TAU,
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eriterion (b), an absolute test, is made. Thus if
TAU is equal to zero, its default value, criterion
(a) will always be used; however, if TAU is set
larger than the largest possible value aof the
coefficients, an absolute test will always be made.
The user can tell which criterion was used for each
coefficient by comparing the magnitude of the
coefficient to the value of TAU.

Gamma~Epsilon test: The epsilon test is satisfied,
and at the same time the angle, gamma, between the
negative gradient vector and the Taylor series
vector is less than problem parameter GAMCR. PHI is
assumed to be minimized within rounding error.

User termination: During the execution of either
FCODE or PCODE, the user may elect to terminate the
solution of the current problem by executing the
statement CALL FEXIT in FORTRAN, or SIGNAL CONDITION
(PEXIT); in PL/I. NLIN then prints the message
**¥**¥JSER EXIT followed by current values of the
coefficients and proceeds to the next problem.

PCODE missing: If NOPCODE = 0 and the user fails to
supply a PCODE subroutine, NLIN terminates execution
abnormally with User Completion Code 001.

Singular matrix: If a singular A = P'P matrix
(where P is the vector of partial derivatives) is
generated, NLIN prints the message *****SINGULAR
MATRIX, followed by the row and column indices of
the pivot and its value, then proceeds to the next
problem. When very high correlations exist among
the coefficients, the matrix A can become singular
due to rounding error alone. The program uses a
perturbed version of A during iteration:; thus the
matrix is usually. positive definite and the
singularity will not occur until the actual A matrix
is inverted at convergence.

B, Confidence Limits

Three types of confidence limits can be computed:

1.

Conventional one-parameter confidence limits based
on Student's t distribution {the T problem
parameter) at the (l1-alpha) level with (N-K+IP)
degrees of freedom; these are minimum length
intervals.

Support plane intervals for each individual
parameter. These intervals are conservatively wide
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Iv.

and are based on the F statistic (the FF problem

parameter) with (K-IP) and (N-K+IP} degrees of
freedom.

3. Non-linear confidence ellipsoids calculated using
the F statistic.

FPor a discussion of the theory and usefulness of the various
confidence intervals, see Exhibit B (Confidence Region
Calculations) in the appendix to the documentation of the
SHARE program, "Least Squares Estimation of Nonlinear
Parameters" (SDA 3094-01), by D. W. Marquardt. (This
document is no longer available from SPLA.) Another source
of information concerning confidence intervals is Applied
Regression Analysis, by N. R. Drapper and H. 8Smith (John
Wiley & Sons, Inc., 1966). Chapter 10 of this book includes
a summary of D. W. Margquardt's method of parameter
estimation as used in this program, as well as discussion of
confidence intervals for parameters in nonlinear models.

OTHER OPTIONS AVAILABLE

A. Optional Problem Parameters

The following problem parameters may be used to apply the
program to a variety of specific uses. These parameters, if
used, are included in the problem parameter input dJdata
described earlier. Arranged by type of application (input
control, output control, confidence limits, language options,
computation aids and constraints), they are:

l. Input Control:

NOX provides for the use of the previous values
of the independent variables, as defined in
the Jjust completed problem. If NOX <= 0,
new values will be read from file DATA; if
DATA is not defined, from file SYSIN. If
NOX »= 1, the X values from the previous
problem will be used. De fault 1is =zero.
NOX must be <= 0 if either M or N is
changed to a new value.

NOY provides for usa2 of the previous values of
the dependent variable. If NOY <= 0, new
values of the dependent variable will be
read from file DATA, or from file SYSIN if
DATA is not defined. If NOY »>= 1, the Y
values from the previous problem will be
used. Default is zero. NOY must be <= 0
if N is changed to a new value.
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NOCOEFF

NONUCOE

provides for the use of previously defined
initial coefficient wvalues. If NOCQEFF <=
0, initial wvalues of the coefficients will
be read from file SYSIN. NOCOEFF must be
<= 0 for the first problem. If NOCOEFF =
1, the initial wvalues of the coefficients
will be the initial wvalues used in the
preceding problem. If NOCOEFF »>= 2, the
initial values will be the final
coefficient values obtained in the
preceding problem. The default wvalue 1is
Zaro. NOCOEFF must be <= 0 if K 1is
changed.

is to be used in conjunction with constant
or omitted coefficients; that is, NONUCOE
is meaningful only if IP > 0. If NONUCOQE
<= 0, subscripts of the constant
coefficients will be read from SYSIN. It
NONUCOE »= 1, the constant coefficients
will be those used in the previous problem.
NONUCOE must be <= 0 if IP is changed. The
default value is zero.

is the order or position of the wvalue of
the Y (dependent) wvariable within an
observation. If the X and Y values are to
be read as described in Section II.B (all X
values followed by all Y wvalues), then NVY
= 0, the default wvalue, is required. If
the data is to be read one observation at a
time; 1i.e., in (X,Y) groups, Lthen NVY
should be set equal to the position of the
Y variable within the observation. Thus,
if the data input is coded as:

X1l X12 X13 Y1 X1i4
X21 X22 X23 Y2 X24

then NVY=4; if coded as X1 Y1 X2 Y2 ...,
where there is only one independent
variable per observation, then NVY=2. NVY
must be in the range 1 to M+l if this form
of input 1is used. When NVY > O for a
problem, NOX and NOY must both be zero or >
0. The data must still be in list-directed
input form; that is, each element must be
separated by a comma and any number of
blanks. There must be (M+1)*N values.
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2.

Qutput Control

IFP

SPRD

ITPRNT

controls plotting on the printer. IFP <= 0
indicates that no plot is to be produced.
If IFP > Q, a plot of observed and
predicted values of the dependent variable
at each observation is produced. The
position of a plotted point is correct to
within two percent of the range of values

plotted. The plot is made one line per
observation and does not consider the
values of the independent variables. The
predicted values and corresponding
residuals are printed in the margin to the
right of the plot. Once a problem
termination c¢riterian has been met, the

plot, preceded by a statement of the number
of iterations completed and a list of
approximate coefficient values, is inserted
in the output stream preceding the usual
output of problem results as described in
Section II.C. Symbols used in the plot
are: P, predicted value of the dependent
variable; 0, observed value: Y, observed
and predicted values assigned to the same
plot position; and X, value is beyond the
range of the plot. The default wvalue of
IFP is zero.

i3 the value ©of the dependent variable to
be assigned to the left margin of the plot.
The default value of YMN is zero.

is Lhe range of values {not largest wvalue)
of the dependent wvariable to be covered by
the plot. The right margin of the plot
corresponds to the value YMN + SPRD. The
default value of SPRD is 100.

is the number of iterations for which a
detailed printout of computations is
desired. This detailed printout includes
the number of completed iterations; the
approximate coefficient wvalues; either the
plot (if IFP > 0) or a table of observed,
predicted, and residual values; the P'P
correlation matrix (where P is the vector
of partial derivatives): the value of PHI
{sum of squares of residuals); the standard
error of PHI (SE=SQRT(PHI/(N-K+IP})); the
value of LAMBDA (parameter to facilitate
convergence); a message indicating whether
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NOPRNT

NTABLE

PARM

OBS

analytic or partial derivatives were used:
and a series of increments added to the
coefficients, with corresponding values of
PHI, LAMBDA, GAMMA (angle Dbetween the
negative gradient vector and the Taylor
series vector) and lengths of increment
vectors. The default value of ITPRNT is
zero.

is the intermediate printout suppressor.
NOPRNT <= 0 provides detailed printout for
ITPRNT iterations. For subseguent
iterations, output is as described in
Section II.C. NOPRNT > 0 suppresses output
after ITPRNT iterations until a problem
termination criterion has been met, then
prints the solution. The default value of
NOPRNT is zero.

allows printing of values defined by the
user, but not normally included in the
output. These values are printed in up to
four columns which appear to the right of
the table of observed, predicted, and
residual values. NTABLE is the length of
the vector PRNT, into which the user puts

the values to be printed. These values may
be defined in either FCODE or PCODE, and
stored in the argument vector. If more

than four wvalues are to be printed, the
fifth will be placed under the first value
on the following line, and similarly for
the ninth, thirteenth, etc. These wvalues
are printed for each observation, and must
be defined each time FCODE or PCODE 1is
called, using current argument values.
(Note that PCODE is called after FCODE, and
only if NOPCODE <= 0.) Note that PRNT
values computed in FCODE are available for
use in PCODE computations.

controls printing of the table of problem
parameter values at the beginning of a
problem. If PARM <= (0, then the table is
omitted. The default value is one.

selects observations for which observed,
predicted, and residual values will Dbe
printed or plotted. OBS <= 0 suppresses
all such output. If OBS = n, where n is
some positive integer, then output will
appear for observation numbers n, 2n, 3n,
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etc. The default value is one.

Confidence Limits:

FF

NOLIM

is the wvariable ratio statistic with (K-
IP,N+IP-K) degrees of freedom, used in

calculations of confidence 1limits. The
default value is four. FF must be
positive.

is the two-tailed (l-alpha) point of
Student's t distribution with (N+IP-K)

degrees of freedom, to be used in
calculations of confidence 1limits. The
default value is two. T must be positive.

determines whether or not nonlinear
confidence limits are calculated and
printed. NOLIM <= 0 provides the
calculation; NOLIM > 0 suppresses them.
The default value is Zaro., Printout

includes the wvalue of PHI-CRITICAL and
confidence limits on each individual
coefficient such that PHI is approximately
equal to PHI-CRITICAL at these limits {all
other coefficients are unchanged).

Language options:

NOPL1

provides for use of either FORTRAN-

compatible or PL/I-compatible external
procedures FCODE and PCODE. If NOPL1l <= 0,
then FCODE and PCODE will be called with
PL/I-compatible calling sequences. If
NOPL1 >= 1, then FCODE and PCODE will be
called with FORTRAN-compatible calling
sequences. The default value is zero.

Computation aids:

XLAMBDA

ZETA

is the initial wvalue of lambda, the
Marguart parameter usead to facilitate
convergence. I1f XLAMBDA <= 0, then lambda
is first used with a wvalue of 0.01. The
default value of XLAMBDA is zero.

is the singularity criterion for matrix
inversion, used in the routine to invert
the matrix {(P'P - lambda I). The default
value is 1.0E-31. ZETA must be non-
negative.
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6.

Constraints:
NCONS is the number of constraints imposed on the
model. These are introduced by means of

additional residuals computed in FCODE.
Once the residuals have been obtained for
each observation, FCODE is called once more
for each constraint applied, with argument

I = N+4c¢, where c=1, 2, ..., NCONS. Thus,
for I=N+¢, FCODE should return the value of
the cth constraint residual. The

constraint regidual functions should be
continuous in the vicinity of the bounds
imposed. NCONS=0 by default. The
introduction of constraints in this way may
not be satisfactory, as the path to
convergence is affected. If use of
constraints appears necessary, a test run
should be made to determine whether or not
satisfactory results can be obtained. The
need for constraints can often be
eliminated by replacing a variable
coefficient with a constant, plus (or
minus) a positive function. For example,
the coefficient B in the model
Y=A*X+B*EXP(X) can be constrained to a
value >= 1 by letting B = 14C**2, or B =
1+EXP(C), and solving for C rather than B.

B. Application Options:

1.

Weighted residuals:

A weighted residual can be easily obtained since the
residuals are defined in FCODE. For example, the
user can compute a weighted residual by multiplying
the unweighted residual by the sguare root of its
corresponding weight factor.

Initial problem computation - NEW:

An external variable called NEW is set equal to one
(1) at the initiation of each problem and is not
otherwise used by the main program. PL/I users can
access its wvalue by declaring NEW BIN FIXED (30)
EXTERNAL. FORTRAN users can access this value by
referring to an INTEGER*4 wvariable in a named COMMON
block called NEW: COMMON/NEW/variable-name. If this
value is changed by the user, it will be reset to one
in the main program when the next problem is
initiated. See the example in Section IV.C.l.
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Iteration check - ICT:

This option allows the user to determine when the
last calls to FCODE or PCODE are being made. The
variable ICT is set by NLIN as follows:

ICT=0 iteration is continuing.

iICT=1 iteration terminated by FORCE OFF.
ICT=2 gamma-lambda test satisfied.

ICT=3 epsilon test satisfied.

ICT=4 gamma-epsilon test satisfied.

Thus, this wvariable can be used to determine when to
output to tape or disk the final coefficient wvalues
or other information that is available to FCODE or
PCODE. See the examples in Section IV.C.1. At any
given iteration, FCODE {and PCODE) will be called at
least once for each observation so that any output
will be done N times or more unless precautions are
taken to output the information only once. If
changed by the user, the value of ICT will be reset
to zero at the beginning of the next problem.

In PL/I procdures, the variable can be accessed by
declaring ICT as FIXED BINARY (30) EXTERNAL. FORTRAN
users may obtain the wvalue by referring to an
INTEGER*4 variable in a named COMMON block called
ICT; that is, COMMON/ICT/variable.

FORTRAN USER NOTE: When using a FORTRAN subprogram,
the user must close all files he opened by use of
REWIND statements at the end of his last problem, so
he must know how many problems he has and keep track
of how many are completed. This can cause some
problems when a terminal error occurs, since FCODE
will not be called. The end result will be the loss
of some information.

of Options and Inputting QOther Types of Data

Use of NEW and ICT

FCODE: PROCEDURE (Y,X,B,PRNT,F,I,RES,M,,N,K);
DCL X{(*,*),Y(*),(B{*),PRNT(*),F,RES) FLOAT (16).,
(NEW, ICT) FIXED BIN (30) EXTERNAL,
PBL FIXED BIN INITIAL (0) STATIC;
IF NEW = 1 THEN DO;
/* TRANSFORM OBSERVATIONS */
GET LIST (TRANS);
DO II = 1 TO N;
Y(II)=Y(II)*TRANS+5;
X({I1,1)=EXP(X(II,1));
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END;
NEW=0;
END; /* END OF TRANSFORM */
...calculate F and RES according to model egquation...
IF I =N & ICT > O THEN DO;
/* END OF PROBLEM */
PBIL=PBL + 1
IF ICT > 1 THEN PUT FILE{MYDATA) LIST(PBL, ICT,R}:;
ICT=-1;
END;
RETURN;
END FCODE;

This example illustrates several uses of FCODE other
than simply for model evaluation {see also 2.Db
below);

a. The wvariable NEW 1s used to control those
operations that are done only when a new problem

is being started. In this case, a wvariable,
TRANS, 1s read from the standard system input
device, The wvalue would be placed right after

the initial coefficient wvalues in the input deck
(it could have been in some other file). The
variable is then used to transform the dependent
variable. I, M, N, and K should not be changed
in either FCODE or PCODE. The first X variable
is also transformed. These transformations are
done for all observations on the first entry of
FCODE for each problem. Note that NEW is set to
a wvalue other than one so that transformation
will only be done on the first entry of each

problem.

b. The variable PBL is 1initialized to =zero and
declared static. Thus its wvalue i3 only
initialized once during the job. It is then

incremented at the completion of every problem,
that is, when I=N and ICT is greater than zero.
PBL acts as a problem counter.

¢. At the completion of a problem, when FCODE is
being entered for the last obsevation after
convergence, the problem number, type of test
passed, and the K coefficients are written out to
the user file MYDATA. The user must include the
proper JCL to define this file.
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Other types of data decks

If the data is not in list-directed format (that is,
has unused numbers, no blanks between numbers, or
such), then several techniques can be used to enter
the data:

a. If the data is all numeric¢c and the variables to
be used are separated from each other and the
rest of the data by blanks or commas, then M can
be specified as being the number of X variables
plus the number of other data fields on the card.
Only the appropriate wvariables are then used in
FCODE.

b. If the data must be read with a format, then the
variables can be read by the user routine, FCODE,
by use of:

1. some dummy data,
2. the NEW option, and
3. a formatted READ in FCODE.

The dummy data is required because NLIN always reads
data for the initial problem. It could consist of
(M+1)*N constants, such as zeros, separated by blanks
Oor a comma. The NEW option is used so that FCODE can
read the formatted data on first entry for a problem.
Dummy data need not be entered for succeeding
problems if NOY and NOX are then set greater than
ZBro.

A FORTRAN example:

SUBROQUTINE FCODE (Y,X,B,PRNT,F,I,RES,M,N,K)
REAL*4 X(M,N),Y(N)
REAL*S8 B(K),PRNT(1),F,RES
COMMON/NEW/ NPBL
IF (NPBL.NE.l1) GO TO 100
C*** BEGINNING A PROBLEM ***
DO 1 II=1,N

1 READ(1,2) (x(J,11),J=1,M), Y(II)
2 FORMAT (10X,F10.5,6X%,F5.3,10X,F10.1)
NPBL = 0O

C*** NOW COMPUTE F AND RES ***
100 F = B(1l)*X(1, I)*DEXP(-B(2)*X(2,1))
RES = Y(I)-F
RETURN
END

This example reads N sets of observations at the
beginning of each problem. Remember not to use
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argument I in the subroutine statement as a DO-loop
variable. Transformations could have been performed
after the data was read. Note that the variable NPBL
in COMMON/NEW/ is changed in value to prevent reading
of data on subsequent calls to FCODE for the current
problem. '

ERROR CONDITIONS AND RESPONSES:

All program error messages are preceded by asterisks and
printed in the left margin.

A. Screening Input Parameters

Fairly extensive testing of problem parameters is made after
input. For the first problem, NOCOEFF, NOX, and NOY are
tested; if any one or more of these is > 0, a message is
printed indicating their value, and a zero value assumed. The
remaining problem data are then read, and execution proceeds.

Parameter GAMCR, the criterion angle used in the gamma-epsilon
test, is adjusted to the range 0 <= GAMCR <= 180. If GAMCR
has an absolute value > 1.4742E+6, then it assumes the default
value. A message describing the action is printed any time
the value is changed after input.

If N-K+IP <= 0, a message is printed indicating that more
observations are needed. Execution then proceeds to the next
problem. The following parameter relations are tested (see
Sections II.B.1 and IV.A):

0 < DEL < 1 0 < NUMDIGT < 16
0 < ITOFF 0 <= ZETA

0O < FF g < 7T

0 <= NCONS 0 < SPRD

An invalid relation causes the erroneous parameter value to be
printed with a message indicating that the parameter assumes
the default value.

B. User Routine Missing

If routine PCODE is missing and NOPCODE <= 0, then NLIN
terminates execution abnormally with User Completion Code 0O0L.
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C., PL/I ON-Units

Actions taken by ON-units for errors detected in PL/I routines
are as follows:

1. O©ON UNDEFINED FILE: if file SYSPRINT or file SYSIN is
not defined, execution is terminated with Jjob step
return code 1000.

2. ON ENDFILE: if an end-of-file condition arises during

input, a message 1is printed and execution is
terminated. If the condition arises during problem
parameter input, the message indicates *****END OF
PROBLEM GROUP REACHED. Otherwi se, the message

indicates *****END OF FILE REACHED WHILE ATTEMPTING TO
READ DATA FOR CURRENT PROBLEM.

3. ON NAME: if an unrecognizable variable name appears
in the input stream in the problem parameter list, a
message is printed indicating the contents of the
field and stating that this field is being ignored.
Execution continues.

4. ON CONVERSION: if a conversion error arises during
inpukt, a message is printed indicating the contents of
the field. An attempt is then made to begin input for
a new problem.

5. Any other error results in the printing of a system

message, followed by a program error message
indicating the type of error or the PL/I ONCODE
number. Processing then continues with the next

problem in the group.

D. FORTRAN Routines

Action taken as a result of an error arising in FORTRAN
routines FCODE and PCODE is as follows:

If either a floating-point or fixed-point divide exception, or
an exponent overflow occurs, a message is printed indicating
both the type of error and the FORTRAN routine in which it
occurred (either FCODE or PCODE). Underflow, fixed-point
overflow, and significance exceptions are masked off during
execution of the FORTRAN routines.

1f any other error is detectad, a system message or a FORTRAN
error message (prefix IHO for FORTRAN H Extended) is printed,
and the job is terminated abnormally. Most FORTRAN errors are
trapped by the NLIN-FORTRAN interface and are not serviced by
FORTRAN.
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VI.

PROGRAM TESTS AND EXAMPLES

Several sample problems were run to test program performance.
Most available options were used in one or another of the
runs. A summary of the results of these tests is given in
this section, as well as examples of FCODE, PCODE, and input
data.

A. Description of Models Tested

For the primary series of tests, the observations and
coefficient wvalues were taken from the SHARE program
SDA-3094.01 (see SLUR, serial number U-67).
Model equation: Y=A*EXP(B*X)

1. FCODE and PCODE routines for this function:

a. PL/I routines:

FCODE: PROCEDURE (Y, X,B,PRNT,F,I,RES,M,N,K):
DCL Y(*),X(*,*),(B(*),PRNT({*),F,RES) FLOAT (16):
PRNT(1) = X(I,1);

PRNT(2) = EXP{B(2)*x(I,1)):

F = B(1)*PRNT(2):

RES = Y(I)-F;:

RETURN:;

END FCODE;

PCODE: PROCEDURE (P,X,B,PRNT,F,I,M,N,K):
DCL X(*,*),(B(*),PRNT(*),P(*),F) FLOAT (16);:
P(1) = PRNT(2);

P(2} = P(1)*B(1)*X(I,1);

RETURN;

END PCODE;

b. FORTRAN routines:

SUBROUTINE FCODE (Y, X,B,PRNT,F,I, RES,M,N,K)
REAL*4 X(M,N),Y(N)

REAL*8 B{(K),PRNT(2),F, RES

PRNT(1) = X(1,1I)

PRNT(2) = DEXP(B(2)*X(1,1))

F = B{(1)*PRNT(2)

RES = Y{(I)-F

RETURN

END

SUBROUTINE PCODE (P,X,B,PRNT,F,I,M,N,K)
REAL*4 X(M,N)

REAL*8 P(K),B(K),PRNT(2).F

P(1) = PRNT(2)
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P(2) = P(1)*B(1)*X(1,1I)
RETURN
END

Input Data

Sample input data for a group of six problems using
PL/I procedures FCODE and PCODE follows:

Record #

1 ID="PL/1 TEST 1', N=14, K=2, M=l, NTABLE=2, NUMDIGT=6

2 IFP=1, SPRD=8;

3 .01 .05 .1 .2 .3 .4 .5 .6 .7 .8 .9 1. 1.5 2.

4 1. 1.05 1.13 1.2 1.35 1.5 1.62 1.8 2. 2.4 2.5 2.7 4.5 7

5 1.0 1.0

6 ID='PL/1 TEST 2', NOX=1, NOY=1l, IP=1, NOCOEFF=1, ITPRINT=2;
7 1

8 ID='PL/1 TEST 3' ;

9 2

10 Ip='PL/1 TEST 4', IP=0, NOCOEFF=0;

1.0 0.1

12 ID='PL/1 TEST 5' ;

2.0 2.0

14 1ID='PL/1 TEST 6', NOX=0, NOY=0, NVY=l:

1. .01 1.05 .05

16 1.13 0.1 1.2 .2

17 1.35 .3 1.5 .4 1.62 .5

18 1.8 .6 2. .7 2.4 .8 2.5 .9
19 2.7 1. 4.5 1.5 7. 2.

20 1.0 1.0

21 N=0;

This input could have Dbeen put on about eight
statements, but is on 21 for clarity. The only change.
necessary to run this data with FORTRAN subroutines
would be addition of the problem parameter NOPLl=1 on
statement 1 or between statements 1 and 2.

The final coefficients for problems 1, 4, 5, and 6 are
approximately 1.03714 and 0.959716. For prcblem 2
they are 1.0 and 0.980914, and for problem 3 they
should be close to 0.977976 and 1.0.

Output
The output produced by NLIN using the routines in
Section VI.A.l.a and the first five input statements

given in Section VI.A.2 is presented on the following
pages.

~26-



S$0-3000"1 10+43E12*6 ¥0-3940"1 T0=-34900€°L £0-zBES6E"Y
G3IEN STWILdvd DILATIYNY vagnuvy YRRYD HIDN3T 3 s IHo

10-3291¢6G*6 = {2 44302
ODIILETLED*T = {1 144302 b
T :

$44302 40 S3INIYA "XOddcew
n_m.—.md.u!OumZﬂn.—(rm»u-ﬁz

*0-3000"1 10432126 EC-7866"6 Z20-3L900K "2 €0-3BESHE" R
d3ISN STIVILHYdD D1LIATYNY vaany 1 YHNYD HA1I9NI is THe

10=-3211L65*6 = (2 133303

OD+3ee12LE0*T = (1 134303 $'Sd43300 JOU SAINTYA *XChdcy
2 £034.37dw0D] SNDILvHILD *ON
i
£0-32000" ¥ 104351929 T0-advi*d 20-356 1108 °L 20-36996£°9
Q3SN STIVIiHYd JILATIWNY Yaguy " YHRNYD HLON3T 3 s 1Hd
T0-3001809°6 = (2 )43303
0D+IZEERED" T = {1 }44300 $"5333C0 40 S3ANTIYA "XOdHoch
1 $03137dm00 SNOTAYHILI *ON
€0-3C00*1 10-3E0L¥2°1 IC-3€EvRYE* L 7_..
G35N S"WIldvd 21 1ATYNY Yoewy as l1Hao ~
|
00430000001 = (2 134302
G0+3000000"T = {1 ydd4302 $*8d42300 JO0 SanvaA *XOLtccy
¢ SC3L3dW02 SNDILYHZLL *ON

“YOERY1 OC+306C0G0*0C =vCBwY X

“AIH30 "AS3D HDA HINVSILNIN SO-I300000°T =730 S31ASIAVY1S O1Avd IDNYIHYA  CR4300CGO" W =4

"ANT XIHI¥Y® HMOJd NOITHILIMD ALIMVINONIS (E-300000°1 =¥ 132 "eds Selh3CGNAS CO+300DCO00*E =
*i0d 30 HAQIR QO0+F000Q0*G =0uds S3ATMNY NOTH3LIGD  104300{0G*y ZuinYD

“NIDHY® 100 L4340 3ATIVA 0043000000 =NWA S IINIDBHIANOD HOA INYLISHOZ  CO+300CL0"0 =Nvl
“TOMINGD LNTHd NOI A¥YANISOO0 T =580 ANONI 3ISIANOILIVANISEO *A 318YIdyA 30 *ON 9 SAMN

“H25EaNS ‘44302 *1EN0D *A3dd M0 3ISN ] =3 02NNON "1831L °*ANOD N] 0350 S1I910 *23G *ON 9 S4D1GNON
SSINJYHLSNOD "DN 4] =S NOON *S05S3uddNS LNODLINIBO *wHILN] 0 = |INEaON

"SINILINOYONS NYHLUOZ H0 ISN Y] =1"d0ON *HOLY2IONY LNOLNlSd 1Yi3EC G =lNodil
“HOLI3A *4430D *AJHd ¥ & 35N o = 4430008 “SNOTLYHILY *X¥K 08 =44041
*HOLIIA A *A3Nd JO 35N 4] = AN *NOlLoD B350100: i =dal

*HOLVIION] AYHUY-X °*AJdd 20 SN ¢ =N0ON “SHYA'GION] TON i =n
*HOLYIIGKE *AIYHI0 *1%3 JO 3ISN -] =300 40N *S$44302 INVISNOD *ON & zel
*HOSS IYddNS "WIT *INOD *HIT=-NON +] =W 1 TON *S 34300 “ON < =
"0ANINED S3INTYA "XNY¥Y *ON z =378viIN *Sid Yiv0o *CN 1 =N

1 453 1/7u iNODIAVWIL=1UINEC] EaSP

*ed  £°F NOISHIA *Li]3 SIHVNOS ISYIT Y SNITINON  sss
Ansan  HBILNID ON1INDHOI NSIN  ssess ] d3BWIN hadsGad




Z0-30%S20% -
10=3EZ8¥2*1

fo-~-319916°L-
20-39ERR6" L

T10=-36005%9°*1

Q= Q9P0 E—
EORE 11 Rl B
20-FLHIGRE S —
Z)-JIN6P2* 2~
20=-30NLIE*E -
ZR-ITLHS9 5~
Z20-3%9091° 1~
Z0-J0615E8° £~
Z0-ASRETL ¥~

S3d

DO+3CZ0 404
00+IVSRLIE Y
CO0+3IT6L0L2
00+3Z 1092
00+ 366VEZ"2
00432 %002
DO+399% ¥R 1
00IISESL9Y
00+30S2ZZE* 1
O+ TERE"T
00+30929C2Z*% )
00+31901¥T*L
00+3IZTORO"T
00+3v1L90"1

Q344

10~3iZv 1L "6
CO04+3¥90RA"T

+

Y3Addn

Q3ISN STWIAMYS D] LATTYNY

Q0+360418%9
00+306812* ¢
00+396019%2
00+3€ 0245 "2
Cos96YEI "2
C04+39L 4561
0G+319822 1
004ASRELIO0 T
004+38649%" 1
Q0s IV PEEE*T
00+309112*1
00+3€L 001" 8
CO+A91600"1
00439956001

0c+300" %

T0-39006Z 6
10-30E9ER*6

HIROY
ANYId L¥DGaNS

po+300000R*2
DO+300008" T
0Q+300000* 1
10-3¢0060*6
10=300000° @
10+300000°L
10-300000*9
10~300000°S
10~-300000"%y
1¢=300000" €
f0-300000*2
10-300000° %
E0=-300000"6
2€0-3Cc0 000" 1

10-36L 1280
00+396€20%1

d3adh
BILIANYHYL —

10-3E624F "0
QO+3TL 000"

20-3L2@%E"2
C0-381680G6°¢C~

S0-3000"1

YOamny

Z0-30CeS20% 4~
10-3cZ+¥2*1

ED0-319816" L~
TO-3REBEL "L

10-3600%9°1

20=3199v0*C —
Z0-AGEGTY ¥~
Z0=-362565" -
20-3IS692"2~
20-3RILI1E"E~
ZO-32L689"6~
CO-=F¥99L* 1~
CO-306318°E~
CO-ISBL IL ¥~

2310

0d

F0-3291466°*6 = (2
CQO+3ILETLEC" T = 11

20-3L900k "L

3s

00+382040%L
CU+306S4E "¢
QO0+326L0L%E
00+32100¥"2
00+3IHEYETE
DO+3i¥0E D2
Q0+3I9GwvE "]
00+3FISEGLP"T
00430s2E5°1
00+ le6E"1
0043099821
Co+3191vL "1
00+ 32 16RO T
0O+3vIL¥0"1
G3ug

¥ 44303
) 34300

eL-zvflizt*i

Z20-351B0S b~
é0-3gLige 9

o

cl=-3EC126*1 1
. rlLlil t-1e k-1 IF] 43302
GiS
C0+3000C* 1Y 10 -3586 176~ <
10-35€81° 6~ 00+43000C° 1 ]
X1HAYR NOILYI30H0D H3loWvYlEYa

- R

ISdIAN] cld

Z0-3BLSHE" 9
IHa

0C+300000°L
CL+300CCS* ¥
064300004 *E
0C+30000G* ¢
0U+30000%* &
0c+300000"¢2
PC+3000C08" 1
0CG+3000291
00+3006C0S* 1}
00+3G0CGE"1
QC+300GC02°1
0C+300CE1L* L
CO+300CSC"]T
OCc+300C0DC*1
sS8C

=28+

<t
dg

aQ

19

00+200*¢C

1543303 40 San1vA *XOMOoY

E F0313MaKw0D SNOTL¥YHIL1 *ON

1 1831 1790 NLI1AYDIF1ANZG] adwn
Q3T A51L¥S L1S34 NDIVISes

1 g3 IN nan80ua



16=-361%90*1

10-300990°*§
IHd d2ddil

*50N0D2S B1*0

10-3¢L22L6

00+2328L4G0" T
8 ¥3ddn

:OSYM Owli NdD GRSSYIE IHL 1 *UN w31808a 403

10-3S¥S90*1 1(=-29589%s [

T0=300990"*1 CL+39v910°} 1
IHo ®3R0T € d3amon A4302

W=300990*1T = I¥DI1 18D lkd

SEIWITT 3ONIQLANQD HYININON

-29-




B. Test Results

Various combinations of problem parameters were used, and the
results were quite satisfactory. Some details of interest

are:

1.

The use of analytic rather than estimated partials
causes convergence to the same coefficient estimates
(for NUMDIGT digits) with greater consistency for
different starting wvalues of the coefficients, as
well as slightly reducing both the number of
iterations required and the run time.

If estimated derivatives are used, the choice of DEL
can significantly affeclt performance. The smaller the
value of DEL, the better is the accuracy «of the
derivative estimates; however, 1f DEL is too small
(less than 1.0E-15)}, all significant digits are lost
in the computation of the derivative and the resulting
derivative is =zero. Recall that DEL is used in the
derivative calculations as a multiplier. Thus, if a
model 1is to be used for repeated runs with estimated
derivatives, it could be helpful for the user to test
various values of DEL to find an coptimum.

Since FORTRAN and PL/1 produce slightly different
object ~odes, the use of one language will cause the
path of convergence to differ slightly from the path
of convergence if the other were used Lo write FCODE
and PCODE., "Path of convergence" implies the
successive coefficient approximations. However,
neither language was consistently preferable to the
other, and the wvariations in the path of convergence
became negligible when analytic partials were used.

C. Other Models Tested:

1.

The model
Y = A/X + B/ (X**2)

was fit to 40 sets of 10 data points, totaling 200
iterations in 192.2 seconds of CPU time and 17.2
seconds of I/0 time using analytical derivatives.

The sample data of Marguardt (SHARE SDA 3094.01) was
also fit with this program. The answers were the same
as he obtained with his program. The equation was fit
in 7 iterations totaling 5.4 seconds (3.5 CPU seconds;
1.9 I/0 seconds).
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VIII. APPENDIX

A. Program Information

SOURCE LANGUAGE: The main program is written in PL/I and
was compiled and tested at TUCC using the PL/I Optimizing
compiler.

REGION REQUIREMENTS: For most applications, necessary
region is under 145K, If FCODE and PCODE are coded in
FORTRAN, this estimate should be increased by about 20K.
The additional storage is required for FORTRAN library
routines,

B. Parameter Default Values: Summary

Following 1is a table of all problem parameters, their
default values and their meaning (see Sections II.B.1 and

IV.A):

Parameter Default Meaning (in parentheses, meaning of
Value default value)

DEL 1.0E-5 Multiplier for estimated derivatives

FF 4. Variance ratio statistic

GAMCR 45. Gamma criterion angle

ID Pt User identification of problem

(no identification)

IFP 0 Plot OPﬁion (plot suppressed)

ITOFF 50 Max. no. of iterations

IP 0 Number of constant coefficients

ITPRNT 0 Number of iterations of detailed printout
K 1 Number of coefficients to be estimated
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M 1 Number of independent variables

N 0 Number of observations (end of problem group)

NCONS 0 Number of constraint residuals

NOCQEFF 0 Input of initial coefficients (will be reaad)

NOLIM 0 Nonlinear confidence limits (will be computed}

NONUCOE 0 If IP > 0, input of constant coefficient
subscripts {will be read)

NOPCODE 1 Estimated or analytic partials {(estimated)

NOPL1 0 PL/I or FORTRAN calling sequence (PL/I)

NOPRNT 0 Intermediate printout suppression

{not suppressed)

NOX 0] Input of independent variable data
{will be read}
NOY 0 Input of dependent variable data
(will be read)
NTABLE 0 Number of auxiliary cutput values
NUMDIGT 4 Number of digits used in convergence test
NVY 0 Position of variable Y when reading one

observation at a time (read all X values,
then all Y wvalues)

PARM 1 List table of problem parameters
(will be listed)

0OBS 1 Select observations to be printed
or plotted {all)

SPRD 100. Data range of plot
T 2. Students's t
TAU 0. Constant to determine type of convergence test
XLAMBDA‘ 0. Injitial value of lambda
(will be corrected to 0.01)
YMN 0. Left margin value for plotting
ZETA 1.0E~31 Singularity criterion for matrix inversion
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T. FUNCTION:

NLIN is a main program to fit the model

1b1sbysnnsdy)

Yi=f(x' WX

X
S JUN.
i,1774,2 i,m

to the set of N observed values

i=1,2,...,N

3

Y.,x, X, P
( 178,171, 2° i l,m)

where Yi is the observed dependent variable and the x, are the m independent

ch i1
variables for the i data point.

The program computes the least squares estimates of the bj coefficients
(parameters) using the maximum neighbor procedures; i.e., the program
minimizes

by adjusting the bj' For a complete discussion of the method see the references

in Section III.

Any number of problems, where a problem is defined as one set of obser-
vations and the associated parameters, can be processed in one run as long as
the basic model (see Section II.B.2) remains unchanged. Options are provided
to use either estimated or analytic partial derivatives of Y with respect to
bj; to control the amount and detail of printing; to omit parameters (i.e.,

to introduce constant ceoefficients into the model)}; to plot, on the printer,
the observed and predicted values of the dependent variable; to introduce con-
straints on any coefficient value; to obtain nonlinear ceonfidence limits; to
limit the amount of new data to be read for a new problem; to allow the use of
values used or computed for the previous problem; and to use either FORTRAN

or PL/I external routines. Input data points can be read from disk, tape or
cards. Any number of data points may be used.

II. USE:

A. Job Control Language

The program may be executed by the following JCL (at TUCC) where
NCS.LOADLIB is the location of the NLIN program. PL/I F and FORTRAN
level G or H can be used for these routines.
1. For PL/I routines FCODE and PCODE:

//jname JOB XXX.yyy.zzz,username

17 EXEC PLFCLG,REGION.G=1353K

//C.SYSIN DD *

{(FCODE deck)




*PROCESS;
(PCODE deck)
/‘*
//L.MYLIB DD DSNAME=NCS.LOADLIB,DISP=SHR
//L.SYSIN DD %
INCLUDE MYLIB(NLIN)
ENTRY  IHENTRY

/*

//G.SYSIN DD *
(data)

/*

//

2. For FORTRAN routines FCODE and PCQDE:

//JOBNAME JOB =xxXX.yyy.ZZZ,username
/7 EXEC  FTGC
//C.SYSIN DD *
{(FCODE deck)
{(PCCDE deck)
J*
!/ EXEC PLFLG,REGION.G=135K
//L.SYSLIBE DD DSNAME=SYS1.FORTLIB,DISP=SHR
//L.MYLTB DD DSNAME=NCS.LOADLIB,DISP=SHR
//L.SYSIN Db *
INCLUDE MYLIB(NLIN)
ENTRY THENTRY
/%
//G.FT@3F@@1l DD SYSOUT=A
//G.SYSIN DD *
(data)
/%
/1

B. InBut

Input to the program consists of five data groups, in the following order:

i. Problem parameters;

ii. Subscripts of constant or omitted coefficients (optional, see
Sec. B.2.);




iii. Values of the independent variables (Xi j) for the N data

3
points of the M independent variables (cptional after the

first problem, and can be in a separate data set);

iv, Values of the dependent variables (Yi) observed for the N

data points (optional after the first problem, and can be
in separate data set with the independent variable values);
and

V. Initial guesses (estimates) for the K coefficients (optional
after the first problem).

These data groups can be repeated as necessary for subsequent
problems. The problem parameters are prepared as PL/I data-
directed input (see B.l. below); the remaining data groups

are prepared as PL/I list-directed input (see Sec. B. 3 bhelow).

Problem Parameters

All problem parameters receive a default value when execution is initiated.
Changes to these values are introduced by including a parameter in a
problem parameter input list,

The problem parameters appear in the input stream as a series of items
of the form:

parametername=value

and each item is separated from the preceding items by a comma and any
number of blanks. The entire group is ended with a semi-ceclon. (This
format of input is called data-~directed input. See examples at end of
B.1.) Only those parameters whose values are to be changed from the value
used in the previous problem (or from the default value in the case of the
first problem) need be included in the list; the semi-colon must be present
even if no parameters are specified. The parameters may be in any order;
they may begin in any position and may be continued from one record to the
next, as long as no blanks are introduced either in the parameter name or
in the value by so doing. Parameters are read from file SYSIN (default
input file for PL/I, normally the card reader). Except for parameter ID,
all parameters should have integer values if they begin with letter I
through N, and may have either a decimal point, E scale factor or both, in
all other cases. The value may be preceded by a '+' or '-'.

The most widely used problem parameters are:

ID A user identification for the problem, up to one-hundred
characters long, enclosed in single quotes. (Example:
ID="TEST 1'). Default is ID='" '. Apostrophes to be included
in the identification itself must be coded as two apostrophes,
e.g., ID='SMITH''S TEST.




IP

ITOFF

NOPCODE

TAU

NUMDIGT

DEL

GAMCR

Number of data points. N<=0 indicates the end of
the input data. Default is zero.

Total number of coefficients. Default is one.
Number of independent variables. Default is omne.

Number of constant coefficients {see Sec. B.2.)}. Default

15 Z2ero.

Maximum number of iterations allowed to search for a
solution. If this number of iterations is reached, all
information obtained to this point is printed and a
message, 'FORCE OFF', printed on the output. Default
is 50.

Determines use of analytic or estimated (finite difference)
partial derivatives. 1If NOPCODE>0, estimated derivatives
will be used (PCODE will not be called); if NOPCODE<=0,
analytic derivatives will be used (PCODE will be called).
Default is 1, estimated derivatives will be used; for
PCODE description see Section D.

Determines whether convergence is based on significant
digits or decimal digits (see Epsilon Test in Section
I11). If the absolute value of the coefficient is greater
than TAU, then significant digits are used in testing for
convergence; otherwise, decimal digits will be used for
testing; default is zero.

Number of significant digits to be used in testing for
convergence if the abscolute value of the coefficient is
greater than TAU. The parameter value must be in the
range O<NUMDIGT<16; default is 4.

Multiplier for estimated derivative calculatiomns. DEL
must be in the range 0<DEL<l. Default is 1.E-5. It is
recommended, although not essential, that the exponent of
DEL (5 in the default value) be smaller than -NUMDIGT.

Criterion angle used in gamma-epsilon test. Default is
45.0 degrees.

These parameters and their default values allow for the solution of
most problems; all data points and ccefficients must be included for
each problem, and a limited amount of printout will be obtained for
each 1teration with detailed information given upon the completion of
each problem. Optional parameters controlling amount and form of
output (including plot output), limiting problem input, controlling
confidence limit calculations, and other parameters available are
explained in Section IV, "Other Options Available.”



Examples of problem parameter input lists:

ID="FIRST DEGREE',N=20,K=2,M=3;
N=16,K=3,GAMCR=30., ITOFF=10, NUMDIGT=6;
N=0; (End of problem group.)

Constant Coefficient Subscripts

A list of the subscripts of the coefficients {corresponding to the
subscripts as used in the function) to be held constant during the
iterations must be included, if and omly if, IP>0, i.e. the number
of constant coefficient is greater than zero. 1In this case IP
subscripts should be listed, in any order. The subscripts appear
in the input stream as integers separated by a comma and any number
of blanks (list-directed form). The list may begin at any point in
the input stream after the semi-colon ending the problem parameter
list. These subscripts are read [rom file SYSIN (normally the card
reader).

Constant coefficients are particularly useful for easily making
changes to the basic model, For example, the model

1
' 1-b
—b3x 4
y=bl(1—b2e )
) —b3x
can represent y=b1(l—b2e ) if b4=0, IP=1
1
1-b
or b (1-e®) % if b.=b,=1, 1P=2
Y= 2703

or many other possible models. For the last model above, the constant
coefficient subscripts punched on the card would be: 2, 3 and the
initial coefficient estimates would be 1 for both parameters.

Independent Variables
Values of the independent variables must be included for the first

problem; they can be omitted for subsequent problems (see use of
parameter NOX in Section IV, "Other Options Available"). These values




must be listed, in order, for one data point at a time, followed
by those for the next

1,005, 2 T e 2,1 Fam

where n is the number of data points and m is the number of inde-
pendent variables. This is list-directed input where the data
points are separated by a comma and any number of blanks. There
must be N*M of these wvalues, if they are present.

These values are normally obtained from file SYSIN (usually
the card reader); heowever, they may be included in a data set (disk,
card or tape) that is separate from the other program input and has
ddname=DATA. The dependent variables must be in the same data set
as these values. Thus, if file DATA is defined, it is used as the
input file for the data points. To use file DATA, include a DD card
of the form:

//G.DATA DD DSNAME=dsname,etc.

preceding the usual //G.SYSIN DD * card. See also the NVY option
in Section IV.A, Input Control,

Dependent Variables

Values of the dependent variable must be included for the first
problem; they can be omitted for subsequent problems (see use of
parameter NOY in Secticn IV, "Other Qptions Available'"), The order
of these values must be the same as that of the first subscript of
the independent variables. There must be N of these values, if they
are present. The format of the values is the same as is indicated
for the independent variables. Optional use of file DATA is as
described above, and must be used if the independent variables are
read from file DATA.

Initial Coefficient Values

The initial guesses of the coefficients must be included for the
first problem, and may be omitted for subsequent problems (see use
of problem parameter NOCOEFF in Section IV, "Other Options Available').
The order of the coefficients is determined by the user written
FCODE and PCODE subroutines (see Section IT.D.). The format of the
coefficients is the same as that of the independent variables (list-
directed). These values are read from file SYSIN.

Record boundaries may be ignored for the data groups, as long as
blanks are not introduced into a value itself. Sample input is in-
cluded with the description of "Program Tests and Examples', Section
VI. '




Default Output

Output for each problem will begin on a new page (an example of the

output is given in Section VI.A.3). Program and problem identification

are printed, followed by a table of the problem parameters. All output
tables are labeled, as are values such as those mentioned below. For

each iteration until problem termination, the following information is
printed: number of iterations completed; approximate coefficient values;
value of PHI (sum of squares of residuals); standard error of

PHI (SE=SQRT(PHI/ (N-K+IP))}); LENGTH of increment vector; value of GAMMA
(angle between the negative gradient and the Taylor series vectors); value
of LAMBDA(a parameter which facilitates convergence); and a message in-
dicating whether analytic or finite-difference partial derivatives were used.
When one of the criteria used to terminate computation is met, (see "Analysis",
Section III) an appropriate message is printed at the top right of a new
page. Next is printed the number of iterations completed and approximate
coefficient values. Following this is a table of the observed-predicted
values of the dependent variable and the residuals at each data point, The
values of PHI, SE and LAMBDA, as described earlier, are then printed; as
are the inverse of the normal equations matrix, the parameter correlatiom
matrix, and a table of the standard error, one-parameter confidence limits
and support-plane confidence limits for each coefficient. Lastly the non-
linear confidence limits are printed.

All standard cutput is to file SYSPRINT {(normally the printer); output
record length is 133 characters including carriage contrel. The user can
also output information to other files from the user written routines. All
computations are double precision, but only six significant digits are printed
for most output values,

User Written Routines

The user must supply an external routine named FCODE which evaluates the
function and calculates the residual given the newest estimates of the
coefficients. In addition, if analytic derivatives are to be used
(NOPCODE<=0), a routine named PCODE, which evaluates the partial derivatives
of the function with respect to the coefficients, is required. These routines
may have either PL/I compatible calling sequences or, if NOPL1l<=0, FORTRAN
compatible calling sequences (see Section IV.A.4).

1., PL/I ROUTINES

a. FCODE calling sequence:

CALL FCODE (Y,X,B,PRNT,F,I,RES,M,N,K);

M, N and K are problem parameters as defined in Section [L.B.l. Y
is the vector of length N centaining the observed values of the de-
pendent variable. X ig the two-dimenstional (N,M) array containing the
values of the M independent variables at the N points. B is a vector of
length K containing the current coefficient values. PRNT is a vector
containing any user defined output values, and is also useful as a means
of passing values from FCODE to PCODE (see use of problem parameter
NTABLE in Section IV, "Other Options Available').

10




FCODE should compute the (predicted) value of the function at the

Ith data point, given X and B, and store the value in F. The

residual should then be caleculated and stored in RES (RES=Y(I)-F)
subject to considerations of constraints and weights as discussed
in Section IV, "Other Options Available'. A sample subroutine is
included in Section VI, "Program Test and Examples." Y, X, B and
PRNT must be declared arrays with dimensions as follow:

DCL Y(*), X(*,*), (B(*), F, RES, PRNT(*))FLOAT(16);

Note: That X and Y are the only single precision real arguments;
B, PRNT, F, RES being double precision.

b. PCODE calling sequence:

CALL PCODE (P,X,B,PRNT,F,I,M,N,K);

M, N and K are problem parameters as defined in Section II.B.1.
X, B, PRNT and I are values just used in FCODE, and F is the function

value just computed by FCODE for the Ith data point. P is the wvecter
of length K to be used to store the wvalues of the K partial deriva-

tives of F with respect to bj, i=1,2,...,K (where bj is the jth

coefficient) computed at data point I. The arguments should be de-
clared with dimensions as follows:

DCL X(*,*),(@(),B(*),PRNT(*),F) FLOAT(16);

FORTRAN Routines

a. FCODE calling sequence:

CALL FCODE (Y,X,B,PRNT,F,I,RES,M,N,K)

M, N and K are problem parameters as defined in Section II.B.1l. Y is
the vector of length N containing the observed values of the dependent
variable. X is the two-dimensional (,MN} array containing the values
of the M independent variables at the N data points. B is the vector
of length K containing the current coefficient values. PRNT is a
yvector containing any user defined output values, and is alsc a means
of passing values from FCODE to PCODE (see use of problem parameter
NTABLE in Section IV, "Other Options Available').

11



IIf.

FCODE should compute the (predicted) value of the function

at the Ith data point and store the wvalue in F, given X and B.
The residual shculd then be calculated and stored in RES (RES=
Y(1)-F)subject to considerations of constraints and weights as
discussed in Section 1V, "Other Options Available". A sample
routine is included in Section VI, "Program Tests and Examples'.
The variables and arrays should be declared as follows:

REAL*8 B(K),PENT(1),F,RES,Y*4(N),X*4 (M, N)
Note the order of subscripting on X: the first subscript is the
independent variable index; the second subscript is the data point
index. Also B,PRNT,F,RES are double precision, where as X and Y

are single precision.

b. PCODE calling sequence:

CALL PCODE (P,X,B,PRNT,F,T,M,N,K)

M, N and K are problem parameters as defined in Section II.B.1.
X, B, PRNT and I are values just used in FCODE, and F is the function

value just computed in FCODE for the Ith data point. P is the vector
of length K to be used to store the values of the K partial d ﬁiva—
tives of F with respect to bj, 3j=1,2,...,K (where bj is the j co-

efficient) computed at data point I. The variables and arrays should
be declared as follows:

REAL*8 P(K), B(K), PRNT(1),F,X*4(M,N)

Note that P, B, PRNT and F are double precision.

ANALYSIS

The algorithm selects an optimized correction vector for the coefficients
by interpolation between the vector obtained by the gradient method and that

obtained by a Taylor serles expansion truncated after the 15" derivative.
Iteration is applied to this vector according to the least-squares method

of estimating parameters until one of the criteria listed below is met. For
a detailed discussion of the algorithm, see D. W. Marquardt's article,

"An Algorithm for Least Squares Estimation of Non-linear Parameters,' J. Soc.
Indust. Appl. Math., Vol II {(1963), pp. 431-44l1,

A. Criteria for Problem Terminatiocn

1. Forece Off: ITOFF iterations were reached. (PHI not minimized.)

2., Gamma-lambda test: TLAMBDA becomes larger than 1.0, when gamma is
greater than 90 degrees. This usually indicates the presence of
very high correlations among the parameter estimates. In this
situation the parameter corrections may be dependent upon very high
rounding error and PHI is not necessarily minimized.
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3. FEpsilon Test: This test is passed when two successive
approximations of each coefficient round to either:

a. The same set of NUMDIGT significant digits, or
b. The same set of NUMDIGT decimal digits.

Which criterion is used depends on the magnitude of the coefficient
being tested and a problem parameter, TAU. If the absolute value
of the coefficient is greater than TAU, the relative criterion 'a'

is used. When the absolute value of the coefficient is less than

or equal to TAU criterion 'b', an absolute test, 1s made. Thus if
TAU is equal to zero, its default value, criterion 'a', will always
be used; however, if TAU is set larger than the largest values of the
coefficients, an absolute test will always be made. The user can
tell which criterion was used for each coefficient by comparing the

magnitude of the coefficient to TAU.

4. Gamma-epsilon test: The epsilon test is satisfied, and at the same
time the angle, gamma, between the negative gradient vector and the
Taylor series vector is less than GAMCR. PHI is assumed to be mini-
mized within rounding error.

5. User termination: During the execution of either FCODE or PCODE, the
user may elect to terminate the solution of the current problem by
executing the statement "CALL FEXIT" in FORTRAN, or "SIGNAL CONDITION
(PEXIT);" in PL/I. ©NLIN then prints the message "'*****USER EXIT",
and proceeds to the next problem.

6. PCODE missing: If NOPCODE<=0 and the user fails to supply a PCODE
subroutine, NLIN abends with User Completion Code 001.

7. Singular matrix: If a singular A=PTP matrix (where P is the vector
of partial derivatives) is generated during iteration, NLIN prints
the message '*****SINGULAR MATRIX', followed by the row and column
indicies of the pivot and its value, and then proceeds to the next
problem. When very high correlations exist among the parameters,
the matrix A may become singular due to the rounding error alone.
However, the program uses (A+\I) instead of A during iterations;
thus the matrix is usually positive definite and the singularity
will not occur until the actual A matrix is inverted at conver-
gence.

B. Confidence Limits
Three types of confidence limits are output by this program:
1. Conventional one parameter confidence limits based on Student's t
distribution (the T problem parameter) at the (1-a level with
(N-K+IP) degrees of freedom; these are minimum length intervals.
2. Support plane intervals for each individual parameter. These intervals

are conservatively wide and are based on the F statistic (the FF
problem parameter) with (K-IP) and (N-K+IP) degrees of freedom.
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3. Non-linear confidence ellipsoids calculated using the F statistic.

"For a discussion of the theory and usefulness of the various
confidence intervals, see Exhibit B (Confidence Region Calculations)
in the Appendix to the documentation of the SHARE distributed program,
"Least Squares Estimation of Nonlinear Parameters' (SDA 3094-01), by
D. W. Marquardt. Another source of information concerning the con-
fidence intervals is Applied Regression Analysis, by N. R. Drapper and
H. Smith (John Wiley & Sons, Inc., 1966). Chapter 10 of this book
includes a summary of D. W. Marquardt's method of parameter estimation
as used in this program, as well as discussion of confidence intervals
for parameters in nonlinear models,

IV. OTHER OPTIONS AVAILABLE

A. Optional Problem Parameters

The following problem parameters may be used to enable the application
of the program to a variety of specific uses. These parameters, if used,
are included in the problem parameter input data described earlier.
Arranged by type of application (input control, output control, confidence
limits, language options, computation aids and constraints), these are:

1. Input control:

NOX

NOY

NOCOEFF

provides for the use of the previous values of the
independent variables, as defined in the just completed
problem. If NOX<=0, new values will be read from file
DATA; if DATA is not defined, from file SYSIN. If

NOX>=1, the X values from the previous problem will be
used. Default is zero. NOX must be <=0, if either M

or N is changed to a new value. NOX is set to zero after
input for the first problem has been completed; value

>0 is in error at this point. (See "Error Conditioms
and Responses,' Section V.)

provides for us= of the previous values of the dependent
variable. 1If NOY <=0, new values of the dependent variable
will be read from file DATA or from file SYSIN if DATA

is not defined. If NOY>=1, the Y values from the previous
problem will be used. Default is zero. NOY must be

<=0 if N is changed to a new value. NOY is set to zero
after input for the first problem has been completed. A
value >0 is in error at this point. (See "Error Conditicns
and Responses.')

provides for the use of previously defined initial co-
efficient values. 1If NOCOEFF<=0, initial values of the
coefficients will be read from f£ile SYSIN; NOCOEFF must

be <=0 for the first problem in a group, and is always

set to zero before input for the second problem is be-
gun. If NOCOEFF=1, the initial values of the coefficients
will be the initial values used in the preceding problem.
If NOCOEFF»=2, the initial values will be the final co-
efficients cbtained in the preceding problem. Default

i3 zero. NOCOEFF must be <=0 if K is changed.
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2.

NONUCOE

NVY

Output Control

IFP

to be used in conjunction with comnstant (or omitted)
coefficients; i.e., NONUCOE is meaningful only if

IP>0. If NONUCOE<=0, the subscripts of the comnstant
coefficients will be read from file SYSIN., If
NONUCOE>=1, the omitted coefficients will be those used
in the previous problem. NONUCOE must be <=0 if IP is
changed. Default is zero.

the number of the Y (dependent) variable. This is zero
{0) by default and if the X, Y values are to be read as
described in Section II.B. 1If the data is to be read

an observation at a time; i.e., in X, Y groups, then

NVY should be set equal to the position of the Y variable
within the observation. Thus if the data input is coded
as:

X1 %12 F13 Yy Ry

X01 %32 ¥p3 ¥ %54 ote-
then NVY=4; if coded as 'X ’Yl’X2’Y2 ,X3,Y ! where there
is only 1 independent variable per observa%ion, Nvy=2,
NVY wmust be in the range 1 to M+l if this form of input
is used. '
Note: When NVY>Q for a given problem, NOX and NOY must
be zero.
The data must still be in list-directed input form; that
is, each element must be separated by a comma (followed

by any number of blanks) or by one or more blanks. There
must be (M+1)*N values.

controls plotting on the printer. IFP<=0 indicates that
no plot is to be produced on the printer. If IFP»0, a
plot of observed and predicted values of the dependent
variable at each data point is produced on the printer.
The position of the plotted point is correct to within

two percent of the range of values plotted. The plot

is made one line per data point and does not consider the
value of the independent variables. The predicted values
and corresponding residuals are printed in the margin to
the right of the plot (see distussion of problem parameter
ITPRNT, below). Once a problem termination criterion has
been met, the plot, preceded by a statement of the number
of iterations completed and a list of approximate ccefficient
values, is inserted in the output stream preceding the
usual ocutput of problem results as described under Default
Qutput in Section II. Symbols used in the plot are: 'P',
predicted value of the dependent variable; 'O', observed
value; 'Y', observed and predicted values are assigned to
the same plot position; and 'X', value is beyond the range
of the plot. Default value of IFP is zero.
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SPRD

ITPRNT

NOPRNT

NTABLE

value of the dependent variable to be assigned to
the left margin of the plot. Default value of YMN
is zero.

range of values (not largest value) of the dependent
variable to be covered by the plot. Default value of
SPRD is 100.

number of iterations for which a detailed printout of
computations is desired. This detailed printout includes:
the number of completed iterations; the approximate co-
efficient values; either the plot (if IFP>0) or a table
of observed, predicted, and residual values; the

PTP correlation matrix (where P is the vector or partial
derivatives); the value of PHI {(sum of squares of re-
siduals); the standard error of PHI (SE=SQRT(PHT/(N-K+1P}));
the value of LAMBDA (parameter to facilitate convergence);

4 message indicating whether analytic or partial deriva-
tives were used; and a series of increments added to the
coefficients, with corresponding values of PHI, LAMBDA,
GAMMA (angle between negative gradient vector and Taylor
series vector) and LENGTH of increment vector. Default
value of ITPRNT is zero,.

intermediate printout suppressor. NOPRNT<=0 provides
detailed printout for ITPRNT iterations; for subsequent
iterations, output is as described under Default Output
in Section II. NOPRNT>Q suppresses subsequent output
after ITPRNT iterations until a problem termination
criterion has been met. The output of the solution then
follows, as described under "Default Output'. Default
value of NOPRNT is zero. -

allows printing of values selected by the user, but not
normally included in the output. These values are

printed in up to four columns to the right of the table

of observed, predicted, and residual values. NTABLE is
the length of the vector PRNT, into which the user puts
the values to be printed. These values may be defined in
either FCODE or PCODE and stored in the argument vector,
If more than four values are to be printed, the fifth will
be placed under the first value on the following line, and
similarly for the ninth, thirteenth, ete. These values
are printed for each data point, and must thus be defined
each time FCODE or PCODE is called, using current argument
values. (Note that PCODE is called after FCUDE, and only
if NOPCODE<=0.) Note that PRNT values computed in FCODE
are available for use in PCODE computations.
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Confidence 1limits:

FF

NOLIM

variable ratio statistic with (K-IP,N+IP-K) degrees of
freedom, used in confidence limits calculations. De-
fault is 4. FF must be positive.

the two tailed (l-«x} point of Student's t dist¥ibution
with (N+IP-K) degrees of freedom, to be used in con-
fidence limit calculations. Default is 2. T must be
positive.

determines whether or not the nonlinear confidence limits
are calculated and printed. NOLIM<=0 provides the cal-
culations; NOLIM>=1 suppresses them. Default is zero.
Printout includes the value of PHI-CRITICAL and con-
tidence limits on each individual coefficient such that
PHI is approximately equal to PHI-CRITICAL at these
limits (all other coefficients are unchanged).

E-1F
- T = {14+ > >

Language options:

NOPL1

provides for use of either Fortran compatible or PL/I
compatible external procedures FCODE and PCODE. If
NOPL1 <=0, FCODE and PCODE will be called with PL/I
compatible calling sequences. If NOPLl»=1, FCODE and
PCODE will be called with FORTRAN compatible calling
sequences. Default is zero.

Computation aids:

XLAMBDA

ZETA

Constraints:

NCONS

initial values of lambda, used to facilitate convergence.
If XLAMBDA<=0, lambda is first used with a value of
0.01. Default is zero.

singularity criterion for matrix inversion, used in the
routine to invert the matrix of normal equatioms. Default
is 1.0E-31. ZETA must be non-negative,

number of constraints imposed on the model. These are
introduced by means of additional residuals in FCODE.
Once the residuals have been obtained for each data
point, FCODE is called once more for each constraint
applied, with T=N+c, where c=1, 2, 3, ... , NCONS. Thus,

for I=N+c, FCODE should return the value of the cth con-
straint residual. The constraint residual functions
should be continuous in the vicinity of the bounds im-
posed. Default is zero constraints. The introduction
of constraints in this way may not be satisfactory, as
the path to convergence is affected. Hence, if use of
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constraints is felt necessary, a test run should

be made to determine whether or not satisfactory
results can be obtained. Frequently, the need for
these constraints can be eliminated by replacing

a variable coefficient with a constant, plus (or
minus) a positive function. For example, the co-
efficient B in the model Y=A*X+B*EXP(X) can be con-
strained to a value »=1 by letting B=l+B1**2, or

B=1+EXP(BI), and solving for B1 rather than B.

B. Application Options:

1.

Weighted residuals:

A weighted residual can be easily obtained since the residuals are
defined in FCODE. TFor example, the user can compute a weighted re-
sidual by multiplying the unweighted residual by the sguare root of
its corresponding weight factor.

Initial problem computation - NEW:

An external variable called NEW is set equal to cne (1} at the
initjation of each problem and is not otherwise used by the main
program. PL/I users may obtain its value by declaring NEW BIN FIXED
(30) EXTERNAL; FORTIRAN users may obtain this value by referring to
an INTEGER*4 variable in a named COMMON block called NEW: COMMON/
NEW/Variable-Name. If this value is changed by the user, it will be
reset to 1 in the main program when a new problem is initiated. See
example below.

Tteration check -ICT:
This option allows the user to determine when the last calls to FCODE

or PCODE are being made. This variable, ICT, is set by NLIN as
follows:

ICT=0 if the iterations are continuing.

ICT=1 if termination of the iterations is due to
Yorce Off.

ICT=2 if the gamma lambda test was passed.

ICT=3 if the epsilon test was passed.

ICT=4 if the gamma epsilon test was passed.

Thus, this variable can be used to determine when to output, to tape

or disk the final parameter values or any other information that is
passed to FCODE {or PCODE) from NLIN. See examples in Section €. Note
however, that at any given iteration, FCODE (and PCODE) will be called
once for each observation point so that any output will be done N times
unless precautions are taken to output the information only once. If
changed by the user, the value will be reset to zero at the beginning
of the next problem.
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USE: 1In PL/I procedures, the variable can be accessed by declaring
ICT as FIXED BINARY (30) EXTERNAL. FORTRAN users may obtain the value
by referring to an INTEGER*4 variable in a named COMMON Block called
ICT; i.e., COMMON/ICT/variable.

FORTRAN USER NOTE: When using a FORTRAN subprogram, the user must
close all files opened by him by use of the REWIND statement at the
end of his last problem; which means he must know how many problems
he has and keep track of how many are completed. This can cause some
problems since when a terminal error oecurs, FCODE will not be called.
The end result will be the loss of some of the previous parameter es-
timates.

C. Use of Options and Inputting Other Types of Data

1. Use of NEW and ICT

FCODE: PROCEDURE(Y,X,B,PRNT,F,I,RES,M,N,K);
DCL X(*,*),Y(*), (B(*),PRNT(*),F,RES) FLOAT(16),
(NEW, ICT) FIXED BIN (3@) EXTERNAL,
PBL FIXED BIN INITIAL(@) STATIC;
IF NEW= =1 THEN GO TO FUNEVAL;
GET EDIT (TRANS) (X(L®),F(7,3));

TF: DO II=1 TO N;
Y(II)=Y(II)*TRANS+5.0;
X(II,1)=EXP(X(II,1));
END TF;
NEW=0;
FUNEVAL: (Code for function evaluation - calculate F,RES)
TERMIN: 1IF I== N | ICT = 0 THEN GO TO RET;
PBL=PBL+1;
IF ICT>3 THEN DO;
PUT FILE(CURPARM) EDIT (PBL,ICT,B(1),B(3))({2)F(3),(2)F(12,6));
END;
RET: RETURN;
END FCODE;

This example illustrates several uses of FCODE other than simply for
function evaluation (see also Section C.2.BH):

a. The variable NEW is used to control those ovperations that are
done only when a new problem is being started. 1In this case,
a variable is read from the standard system input device.
This would be placed right after the initial coefficient values
in the input deck (it could have been on another file.) The
variable is then used to transform the dependent variable
(I,M,N, and K should not be changed in either FCODE or PCODE).
The first X variable is also transformed. These transformations
are done for all observations on the first entry of FCODE for
each problem.

b. PBL is initialized to zero and declared static., Thus it's value
is only initialized once during the job. It is then incremented
at the completion of every problem, that is, when I=N and ICT
is greater than zero.
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At the completion of a problem when FCODE is being entered
for the last observation after conversion, the preblem number,
type of test passed, and two of the K parameters are written
out to a user file 'CURPARM'. The user must include the
proper JCL to define this file.

Other types of data decks.

If the data is not in list-directed format; i.e., has unused numbers,
no blanks between numbers, or such, then several techniques can be
used to enter the data.

a,

If the data is all numeric and the variables to be used are

separated from each other and the rest of the data by blanks
or commas, then M can be specified as being the number of X
variables plus the number of other data fields on the card.

Only the appropriate variables are then used in FCODE.

1f the data must be read with a format, then the variables can
be read by the user routine, FCODE, by use of:

1. some dummy data, and
2. the NEW option, and
3. a formatted read in FCODE.

The dummy data is required because NLIN always reads data for
the initial problem and should consiast of (M+1l)*N observations,
such as punched zeros, separated by blanks or a comma. The
NEW option is used so that the data can be read on the first
entry to FCODE; the data is then read with format control for
the first problem. Dummy data need not be entered for succeed-
ing problems if NOY and NOX are set greater than zero (>0) for
succeeding problems.

A FORTRAN example:

SUBROUTINE FCODE(Y,X,B,PRNT,F,I,RES,M,N,K)
READ#*8 B(K),PRNT(l),F,RES,X*4(M,N),Y*4(N)
COMMON/NEW/NPBL
IF (NPBL.LT.1) GO TO 100
DO 1 I1I = 1,N
1 READ(1,10) (X(J,1T1),J=1,M),Y(II)

10 FORMAT (10X, F10.5,6X,F5.3,10X,F10.1)}
NPBL=0

100 F=B(1)*X(T,1)*(DEXP(-B(2)*(X(1,2))
RES=Y(I)-F
RETURN
END

This example reads, M X variables and the associated Y
variable at the beginning of each problem. Remember not
to use the I parameter in the subroutine statement as the
DO parameter. Transformations could have been performed
after the data was read.
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V. ERROR CONDLTLIONS AND RESPONSES:

All program error messages are preceded by five asterisks, and are

printed by the left margin.

Al

Screening Input Parameters

Fairly extensive testing of problem parameters is made after input. For
the first problem, NOCOEFF, NOX, and NOY are tested; if any one or more

of these is <=0, a message is printed indicating their value. The re-
maining problem data are then read, and execution proceeds. NOCOEFF,

NOX, and NOY are set to zero after input is completed for the first problem
regardless of their previous value.

Parameter GAMCR, the criterion angle used in the gamma-epsilon test,
is adjusted to the range 0=<GAMCR=<180. If GAMCR has an absolute value
>1.4742E6, it assumes its default value. A message describing the action
is printed anytime the value is changed after input.

If N-K+IP<=0, a message is printed indicating that more data points
are needed. Execution then proceeds to the next problem. The following
parameter relations are tested (see Sections II.B.1 and IV.A):

0<DEL<1, O<NUMDIGT <7,
O<ITOFF, 0<=ZETA,
0<FF, 0<r,
0<=NCONS, 0<SPRD,

An invalid relation causes the erroneous parameter value to be printed with
a message indicating that the parameter assumes a default value.

User Routine Missing

If Routine PCODE is missing and NOPCODE<=0, NLIN abends with' User Completion
Code 001,

PL/I ON-Units

Action taken by ON-units for errors detected in PL/I routines is as
follows:

1. ON UNDEFINED FILE: if file SYSPRINT or file SYSIN is not defined,
execution is terminated with return cede 1000.

2. ON ENDFILE: if an end-of-file condition arises during input, a
message is printed and execution is terminated. If the condition
arises during problem parameter input, the message indicates
"kx%**END OF PROBLEM GROUP REACHED.'"; otherwise, the message in-
dicates "****END OF FILE REACHED WHILE ATTEMPTING TO READ DATA
FOR CURRENT PROBLEM."

21




VI.

3. ON NAME: 1if an unrecognizable variable name appears in the
input stream in the problem parameter list, a message is
printed indicating the contents of the field and stating that
this field is being ignored. Execution continues.

4. ON CONVERSION: 1if a conversion error arises during input, a
message is printed indicating the contents of the field. Aa
attempt is then made to begin input for a new problem.

5. Any other error results in the printing of a system's message,
followed by a program error message indicating the type of
error or the PL/I ONCODE number. Processing then continues with
the next problem in the group.

FORTRAN routines

Action taken as a result of an error arising in FORTRAN routines FCODE
and PCODE is as follows:

If either a floating-point or fixed-point divide exception or an
exponent overflow occurs, a program message is printed indicating both
the type of error and the FORTRAN routine in which it occurred {either
FCODE or PCODE). Underflow, fixed-point overflow, and significant
exceptions are masked off during execution of the FORTRAN routines.

If any other error is detected, a systems message or a FORTRAN
(IHC type error number in FORTRAN G) error message is printed, and the
job is terminated abnormally. If a FORTRAN error message is printed,
subsequent information (traceback) may be erroneous, as the FORTRAN
environment is not completely initialized.

PROGRAM TESTS AND EXAMPLES:

Several sample problems were rum to test program performance. Most

available options were used in one or another of the runs. A summary of
the results of these tests is given in this section, as well as examples of
FCODE, PCODE, and input data.

A.

Description of models tested.

For the primary series of tests, the data points and coefficient values were
taken from the SHARE program SDA-3094.01 (see SLUR, serial number U-67).
FORM of the function: Y=A*EXP(B*X)
1. FCODE and PCODE routines for this function:
a. PL/I routines:
FCODE: PROCEDURE (Y,X,B,PRNT,F,I,RES,M,N,K);
DCL Y(*),X(*,%), (B(*),PRNT(*),F,RES)FLOAT (16);
PRNT (2)=EXP(B(2)*X(1,1));
F=B(L)*PRNT (2);
RES=Y(1)-F;
PRNT (1)=X(L,1);
END FCODE:
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PCODE: PROCEDURE (P,X,B,PRNT,F,I,M,N,K);
DCL X(*,*), (B(*),PRNT(*),F,P(*))FLOAT(16);
P(1)=PRNT(2);

P(2)=P(L)*B(1)*X(1,1);

END PCODE;

b. FORTRAN routines:
SUBROUTINE FCODE (Y,X,B,PRNT,F,I,RES,M,N,K)
REAL*8 B(K),PRNT(2),F,RES,Y*4 (N} ,X*4(M,N)
PRNT (2)=DEXP(B(2)*X(1,1))
F=B(1)}*PENT(2)

RES=Y (1)-F
PRNT(1)=X(1,1)
RETURN

END

SUBROUTINE PCODE (P,X,B,PRNT,F,I,M,N,K)
REAL*8 P(K),B(K),PRNT(2),F,X*4 (M,N)
P(1)=PRNT(2)

P(2)=P(1)*B(1)*X(1,1)

RETURN

END

2. TInput
Example of input for a group of six problems using PL/I subroutines
and analytic derivatives:

NOPCODE=0, NUMDIGT=6, IFP=1, SPRD=8.0, NTABLE=2, ID='PL/I TEST 1°',
N=14, K=2;

.01 .05 .10 .20 .30 .40 .50 .60 .70 .80 ,90 1.00 1.50 2.00
1.00 1.05 1.13 1,20 1.35 1.50 1.62 1.80 2,00 2.40 2.50 2.70 4.50 7.00
1.00 1.00
NOCOEFF=1, IP=1, ITPRNT=2,NOX=1, NOY=1, ID='PL/1l TEST 2';

1
ID="' PL/1 TEST 3';

2

ID="PL/1 TEST 4'; IP=0,NOCOEFF=0;

1.00 0.10

ID="'PL/1 TEST 5';

2.00 2.00

ID="PL/1 TEST 6'; NOX=0, NOY=0, NVY=1;
1.00 0.01

1.05 0.05 1.13 0.10

1.20 0.20 1.35 0.30 1.50 0.40

1.62 0.50 1.80 0.60 2.00 0.70 2.40 0.80 2.50 0.90 2.70 1.00 4.50 1.50
7.00 2.00

1.00 1.00

N=0;
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This input could have been put on about 8 cards, but is on 21

for clarity in seeing the order. Also the only necessary change
to run this data with FORTRAN subroutines would be addition of the
problem parameter NOPL1=1 on card 1 or between card 1 and card 2.

The final coefficients for problems 1, 4, 5, and 6 are approxi-
mately 1.03714 and 0.959716. For problem 2 they are 1.0 and 0.980914,
and for problem 3 they should be close to 0,977976 and 1.0,

Qutput

The output produced by NLIN using the routines in Section VI.A.l.a
and the first five input cards given in Section VI.A.2 is presented
below.
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VI. Test Results

Various combinations of problem parameters were used, and the results
were quite satisfactory. Some details of interest are the following:

1.

The use of analytic rather than estimated partials causes con-
vergence to the same coefficient estimates (for NUMDIGT digits)
with greater consistency for different starting values of the
coefficients, as well as slightly reducing both the number of
iterations required and the run time.

If estimated derivatives are used, the choice of DEL can significantly
affect performance. The smaller the value of DEL, the better is

the accuracy of the derivative estimates; however, if DEL is too small
(less than 1.0E-15), all significant digits are lost in the compu-
tation of the derivative and the resulting derivative is zero. Recall
that DEL is used in the derivative calculations as a multiplier. Thus,
if a function is to be used for repeated runs with estimated deriva-
tives, it could be helpful for the user to test various values of DEL
to find an optimum value for his functiom.

Since FORTRAN and PL/I produce slightly different object codes, the
use of one language will cause the path of convergence to be slightly
different than it would be using the other to write FCODE and PCODE.
(""Path of convergence" implies the successive coefficient approxi-
mations.} However, neither language was consistently preferable to
the other, and the variations in the path of convergence became
negligible when analytic partials were used.

Execution time (GO-time):

On an IBM 370/165 the 6 problems, totaling 21 iterations, ran in a
total of 14.0 and 9.3 seconds using the FORTRAN G and PL/I(F) sub-
routines respectively. With the FORIRAN routines, the CPU time was
8.6 seconds and the I/0 time was 5.4 seconds. PL/I(F) had a CPU
time of 4.1 seconds and an I/0 time of 5.2 seconds.

Other Models Tested:

1.

The model
T=(a/x)+(b/x°)

was fit to 40 sets of 10 data points, totaling 200 iterations, in
19,2 seconds of CPU time and 17.2 seconds of I/0 time, PL/I(F)
routines and analytical derivatives.

The sample data of Marquardt (SHARE SDA 3094.01) was also fit with
this program. The answers were the same as he obtained with his
program. The equation was fit in 7 1iterations totaling 5.4 seconds
(3.5 CPU seconds; 1.9 I/0 seconds).

28




VII. ACKNOWLEDGEMENTS

This program is a rewrite and modification of SHARE SDA 3094.01
(NLIN) by D. W. Marquardt. The initial coding, debugging, and pre-
paration of the write-up of the original version was performed by
Joseph A. Middleton, formerly of the Computing Center staff. This re-
vision is by Richard A. Usanis.

J. H. Fulton of the NCSU Computing Center wrote the PL/I - FORTRAN
interface subroutine and suggested some of the enhancements in this
version.

VIiL. APPENDIX

A, Program Information

SOURCE LANGUAGE: The main program is written in PL/I and was com—
piled and tested under Version 5.2C of the PL/I(F) compiler.

CORE REQUIREMENTS: For most applications, necessary core is under
135K. For a more accurate estimate, use the following relation:

114 X + space for FCODE and PCODE (typically about 3K) + array

space. Array space, upper limit, in terms of the problem parameters,
is

(N* (M+1) ) *4+(K* (L24+2*K)+IP+2*NTABLE+NCONS ) *8 ,
If FCODE and PCODE are coded in FORTRAN, this estimate should be

increased by about 20K; this additional storage is required for
FORTRAN error handling and I/0 routines,
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Parameter Default Values - Summary

Following is a table of all problem parameters, their default values and their

meaning:

Parameter

DEL
FF
GAMCR

IFP
ITOFF

ITPRNT
K

M

N

NCONS
NOCOEFF
NOLIM
NONUCOE

NOPCODE
NOPLL1
NOPRNT
NOX

NOY
NTABLE
NUMDIGT
NVY

SPRD

TAU
XLAMBDA

ZETA

Default
Value

1.0E-5
4,
45.

L

0

Ln
o

o o0 o o o K+ o O

o S~ 0 o o Cc o -

100.

2.

0.

0.

0.
1.0E-31

Meaning (in parentheses: meaning of default value)

Multiplier for estimated derivatives

Variance ratio statistic

Gamma criterion

User identification of problem

Plot option (suppressed)

Max, no. iterations

No. constant coefficients

No., iterations of detailed printout

No. coefficients

No. independent variables

No. data points (end of problem group)

No. of constraint residuals

Initial coefficient estimates (will be read)
Nonlinear confidence limits (not suppressed)

If IP>0, where constant coefficient subscripts are
obtained from (will be read)

Estimated or analytic partials (estimated partials used)
PL/I or FORTRAN calling sequence (PL/I will be used)
Intermediate printout suppressor (not suppressed)
Independent variable data (will be read)

Dependent variable data (will be read)

No. auxiliary output values - length of PRNT array
No. digits used in conv. test

Number of variable Y when reading one observation at
a time (read all X values, then all Y values)

Range of plot

Student's t

Constant for convergence

Lambda (will be corrected to 0.01)

Left margin value for plotting

Singularity criterion for matrix inversion
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.~ Introduction

NLIN is a PL/I version of D. W. Marquardt's main program titled 'Least
Squares Estimation of Nonlinear Parameters' [3] from which much of this doc-
ument has been exerpted. The original program was written in FORTRAN IV.

It was converted to PL/I by J. A. Middleton of the Computing Center at North
Carolina State University, Raleigh, North Carclina and submitted to the SHARE
Program Library [4].

Since the original version in PL/I, several versions have been passed.
The present version (Version 3) has considerably greater input-output flexi-
biTity and input data screening than earlier versions. It is in double
precision.

A.  The Method
NLIN is a main program to fit the model
Y=f (X]2XyseesX sbyubyeiiiby )
where Y; s the value predicted by the model (f) for the ith observation
after estimation of the parameters (coefficients, b's) from the n sets
of observed values:

(.y-i ’X'I,'I sx_i,z,...,x_i,z,-..,x_i,m) i=1 AR '

where Y; is the observed value of the dependent variable and the Xi o
are the observed values of the m independent variables at the ith data

point.

The program computes the least squares estimates of the b coeffi-

cients using the maximum neighbor method; i.e., the program minimizes
n 2
PHI= £ (y;-Y,)

by adjusting the bj'




A general outline of the algorithm is as follows:

Let ALK Xkl _ pTp

EF” X k] has elements

- _W, - .

pi,j = T i=1,... .03 J=1,...,k

J

n

.g_[k x 1] z (y'i_Y'i) BY_1 j=1,...,k
i=] d)j

where the underlining designates an array.

Now A and g are scaled so that

d. .
-'ﬂll 1‘) = (___L._ ) , and
J 'ﬁa.. a. .
11 JJ
&I (g'-i) = (g-] / "a.i.i ) .

At the rth iteration construct

11
——
[at)

(Efr 4 Arl)gfr=g'r ,
where the superscript r denotes the iteratigﬁ, and solve for d' where
grﬁ?gr/ifigg . The vector d is a direction vector and shows the general
direction of the minimum. Now a vector Q?=9f+gf where the b, are the
parameters to be estimated and s=r+1, can be obtained.

The A" are selected so that
PHI® <PHI" (1)

until PHI is minimized. Large values of A are used only when necessary
to satisfy (1)}, in which case a steepest descent method of solution is
approached. This method provides for rapid progress at the beginning of
a problem but gives a slower later progress. When equation (1) can be
satisifed by the use of a small A the method of solution approaches an
unmodified Taylor series which converges rapidly when the maximum neighbor-
hood can be adequately represented by a linear function. Thus Marquardt's
method combines both steepest-descent and Taylor's linearization method.

Marquart also found that in most cases the angle between the direction vector




produced by the steepest-descent method and that given by Taylor's series
method was between 80° and 90° because of elongation of the error surface.

Marquardt's (2) strategy of choosing X is, in general, where §=PHI
above:
"Let v>1.
Letad denote the value of A from the previous
{(g=r-1) iteration
Initially let A0=10_2, say.
Compute Q(Aq) and $(Aq/v).
i. If @(Aq/v)<=$r, Tet A"=%v.
it IF 009/v)>0", and 9(219) <= @7, Tet 2"=2.
i, If 0 %/v)>0", and p(I)=p"
increase ) by successive muitiplication by v untii for some
smallest w, $(Aqvw)<=¢r. Let 2"=a %Y,
When intraparameter correlations are very high, A can become extremely
large, in which case, test iii can be altered as explained in Marquardt's

paper.

Convergence has occurred when one of the tests in section I.B. are
met.

The user must supply a routine named FCODE to evaluate Yi for each
xi,g and b, combination. In addition, the user may optionally supply a
routine called PCODE to evaluate the partial derivatives of Y with respect
to bj for j=1,...,k. These routines may be either PL/I subprocedures or
FORTRAN subroutines.

If PCODE {analytic derivatives) is not supplied, then NLIN witll
estimate the derivatives by finite difference approximations. The user
should be aware that using estimated derivatives usually increases the
computation time since there will be (k+71) evaluations of the function




for the k parameters to obtain the finite difference expressions; i.e.,

BY_i ﬂ=J f(X_i ’-I,...,bj._'.A,...,bk)'f(X_i ,] ,'..,bk)
E A

J
where A= DEL if bj=0
DEL*bj otherwise

and DEL is specified by the user or takes the default value 107°.  When
the model is insensitive to one or more of its parameters either a large
value of DEL or analytical derivatives may be needed to obtain non-zero

increments.

Convergence Criteria
The program may take one of three routes to convergence.

1. Epsilon test - This test is passed when, for all j,
|ab, [ < =CRIT

where CRIT = 10.EQ**-NUMDIGT it |bs] < =TAU
10. EO**-NUMDIGT*[b; | 1F |b;|>TAU

and Abj is the change in bj from the last iteration.

2. Gamma Epsilon Test - This test is passed when all parameters have
passed the epsilon test and in addition GAMMA <GAMCR, where GAMMA
is the angle between the direction given by the gradient method
and that given by Taylor's series method. The sum of squares (SS)
should be minimized within rounding error at this point.

3. Gamma-Lambda Test - This test is passed when LAMDBA»1.0 and
GAMMA>90° and indicates that the parameter estimates are highly
dependent on rounding error, probably due to high correlations
among the estimates of the parameters. The SS are not necessarily

minimized.




Confidence Limits

NLIN calculates three types of confidence 1imits based on the
problem parameters: T (student's t at:i (1-a) level) and FF (the F value
at (1-a) level). A1l assume that the errors are normally and independent-
ly distributed random errors. Let SE=(PHI/(n-k))'/2 with PHI being the
minimum sums of squares; and Tet.£=ﬁf1.

1. Single parimeter confidence limits are computed as:
CL=bj- (t}—u!n—k))*SE*J7§3_

where t is the two tailed (1-a) point with (n-k) degrees of freedom
from Student's t distribution and bj is the final parameter estimate.
These 1imits provide a minimum length interval by assuming the other
parameters are egual to the populational values. Note that the
elements of C can be used to express the extent of the correlations
(rij) among the parameter estimates as

- = Cs s
_B_‘(r.ij) ( 1] )
Vel /cj

J
This matrix points out the parameters in a model which are highly

correlated and can be used for evaluating the experimental design.

2. Support plane confidence 1imits are computed as

. 2 1/2
SP = b= (KFy_ (hnok) SE- C55)

where F is the variance ratio statistic at the upper (1-a) point of
the distribution for k and (n-k) degrees of freedom. These intervals
are conservatively wide and considered by Marquardt (3) "™ to be the
most realistic portrayal (within the applicability of the linear
theory) of the precision of the parameter estimates individually."

3. Nonlinear confidence 1imits are also computed; however, since the
model is noniinear, the representation by the linear terms in a Taylor's




expansion is only an approximation in the vicinity of the minimum.
This approximation will be inadequate outside some region around the
minimum and thus the nonlinear confidence ellipsoids based on linear
theory will not always be calculatable. When this occurs NLIN notes
that the 1imit cannot be found in the area around the minimum.

Marquardt's (3) calculation of these 1imits can be briefly
described as follows:
If the model is correct and the parameter estimates vary from
their truevalues only because of random errors, then
(PHIC - PHI)/k
(PHI/(n-k))
and confidence 1imits can be obtained by trial and error for each

is distrbuted as F

1-a{n,n-k)

parameter individually by varying PHIC until the ratio is less than
or equal to the F value. The parameters are varied one at a time.
This procedure will thus give approximate (approximate in the sense
of the o level) nonlinear confidence limits for the parameters.

II. Modules for NLIN
Letters in parentheses indicate the identification that is coded in
columns 73-76 of the record for the source modules,

1. NLIN (NLIN) consists of two basic modules. Four sets of sample routines
and test data are also available. The main program and a FORTRAN-PL/I
link routine are the basic modules. The user supplies the FCODE (and
optionally PCODE) routine, and the problem input data.

The REGION requirement for NLIN can be calculated approximately as
the sum of the following core requirements:
T. 85 K for NLIN load module including the FORTRAN-PL/I Tink routine
2. 10K for transient requirements.




3. fK for the FCODE-PCODE routines. f will generally be less than 4
bK for buffers. b will generally be less than 16, and is the amount
of core required for buffers.

5. 10K for automatic storage plus cK for controlled storage

where: ¢=(4n(m+1)+16k (k+6)}+8(IP+2: NTABLE+NCONS))/1024

k is the no. of parameters being estimated
n is the no. of observations

m is the no. of independent variables
NTABLE is the no. of auxillary values
NCONS is the no. of constraint residuals
IP is the no. of constant parameters

The FORTRAN-PL/I Tink routine (FTLK) is only necessary if FORTRAN is used
to write FCODE (and optionally PCODE). In the main program the 1ink
routine is called from card numbers NLINO399,0400,0411, and 0412. The
entry points are declared in card numbers NLINODO9 to NLINOO1Z2. This
routine requires about 220 bytes of storage.

A third module (PLFP) is a PL/I source routine for testing NLIN. The
model is Y=A*EXP-‘({B§X). It contains FCODE and PCODE separated by a
**PROCESS;' card and can be compiled from disk or tape.

A fourth module (PLDA) is the data for the model in the third module.
The correct results are:

COEFFICIENTS
PROBLEMS A B
1,4,5,6 1.03714 0.959716
2 1.0 0.980914
3 0.977976 1.0

This module (FOFP) is the same model as in 3, but written in FORTRAN and
can be compiled directly by FORTRAN G or H.




ITI.

10.

Data (FODA) for module 5 which should give the same results as from
module 4,

A PL/I test program (SKFP) using the model y=a/x + b/x®. Both FCODE
and PCODE are included and separated by a '*PROCESS;' card so that they
can be compiled directly.

Data (SKDA) appropriate for the model in module 7. The estimated para-
meter values should be approximately:

COEFFICIENTS
PROBLEM A B C
1 7.9982E+01 2.00066E+01 2.50075E-01
2-40 4.98125E+01 5.00812E401 2.50331E-01

The second problem is run 40 times for timing comparisons in testing PL/I

compilers.

FORTRAN subroutines (MQFP) FCODE and PCODE using Marguardt's test model,
Y=A*EXP(B*X) +C*EXP(D*X). The subroutines are directly compilable.

Data (MQDA) for Marquardt's test model. The approximate parameter

estimates are:
5.90710E+00, -2.02158E-01, 2.45243E+00, -5.48951-02

How to put NLIN on disk in load module form.

Example Job Control Language to store NLIN on disk in load moduie form

is given below. Procedure ASFC assembles the PL/I-FORTRAN 1ink routine (FTLK)
and stores the resulting object module in a temporary data set. Procedure
PLOCL compiles the PL/I main program (NLIN), adds the resulting object moduile
to the temporary data set and executes the Linkage-Editor which processes the
combined object moduies as primary input. The Assembler F-level and PL/I
Optimizing compilers are used in this example, and the storage device is a
3330 disk drive.




(TIME used here is CPU time plus I/0 EXCP time, on a S/360/165.)

//jobname JOB account,programmername,TIME=(3,15),PAGES=65,M=1
//STPT EXEC ASFC
//C.SYSIN DD define data set containing FORTRAN-PL/I interface source routine
//STP2 EXEC PLOCL,PARM.C='OPTIMIZE(TIME)' ,REGION.C=300K
//C.SYSIN DD define data set containing PL/I source code for NLIN
//L.SYSLMOD DD define data set to contain NLIN Load Module, UNIT=DISK,
// DISP=(NEW,CATLG},SPACE=(TRK,(25,,1),RLSE),VOL=SER=NCSONI
//L.SYSIN Db *

LIBRARY (FCODE)
/*
/7

IV. How to use the NLIN load module
A. With PL/I FCODE, PCODE routines
//jobname JOB account,programmername
//A EXEC PLOCLG,PARM.C='OPTIMIZE(TIME)',REGION.G=125K
//* PL/I OPTIMIZER COMPILE,LINK-EDIT AND EXECUTE
//C.SYSIN DD define dataset containing:
FCODE
*PROCESS;
PCODE
//L.MYLIB DD DISP=SHR,data set name of load module Tibrary
//L.SYSIN DD #*
INCLUDE MYLIB(programname)
ENTRY PLISTART

} if analytic derivatives are used.

/*
//G.SYSIN DD define data set containing problem data
//
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B. With FORTRAN FCODE, PCODE subroutines
//jobname JOB account,programmername
//A EXEC FTGCLG,REESTON.S =130K
//* FORTRAN-G COMPILE, LINK-EDIT AND EXECUTE
//C.SYSIN DD define data set containing:
SUBROUTINE FCODE
SUBROUTINE PCODE - if analytic derivatives are used.
//L.MYLIB DD DISP=SHR,data set name of load module Tlibrary
//L.SYSIN DD *
INCLUDE MYLIB(programname)
ENTRY PLISTART
/*
//G.SYSPRINT DD SYSOUT=A
//G.SYSIN DD define data set containing problem data
1
The example JCL assumes the use of the PL/I Optimizing compiler and the
FORTRAN IV G-level compiler. The PL/I F-Tevel and FORTRAN IV H-level
compilers can also be used.
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Appendix A

Magnetic Tape Key

The tape volume contains 10 files and 11 tape marks (TM) as shown below.

The DCB information for all files can be summarized by saying:
(RECFM=FB,LRECL=80,BLKSIZE=1680)

A1l source programs have an alphabetic code in card columns 73-76 and are

sequence nhumbered in card columns 77-80. The data decks contain no identifi-

cation. The files are arranged as follows:

File 1 PL/I Source Deck (NLIN main program)
EBCDIC
NLIN in cc 73-76; S€&. No. i cc 717-%0
1073 card images
™

File 2 Assembler (0S/360) subroutine FORTLNK
EBCDIC
FTLK in ¢cc 73-76. all cards; sequence no. 0001 thru 0062
in cc 77-80.
62 card images
™

File 3 PL/I test problem source routines FCODE, PCODE separated
with a "*PROCESS;' card.
EBCDIC
PLFP in 73-76, all cards; sequence no. 0001 thru 0015
in ¢cc 77-80.
15 card images
™

File 4 Test probiem data for PL/I routines
EBCDIC
No identification
21 card images
™

Fite 5 FORTRAN test problem source subroutines FCODE,PCODE.
EBCDIC
FOFP in cc 73-76, all cards; sequence no. 0001
thru 0014 in cc 77-80;
14 card images
™




File 6

File 7

File 8

File 9

File 10

Test problem data for FORTRAN subroutines.
EBCDIC

No identification

21 card images

™

Shrikhande's model; PL/I problem source routines

FCODE ,PCODE separated with a '*PROCESS;' card.

EBCDIC

SKFP in cc 73-76, all cards; sequence nc. 0001 thru 0027
in cc 77-80;

27 card images

™

Shrikhande's model test data
EBCDIC

No identification

10 card images

™

Marquardt's model; FORTRAN problem source subroutines
FCODE ,PCODE

EBCDIC
MQFP in cc 73-76, all cards; sequence no. 0001 thru 0024

in cc 77-80;
24 card images
™

Marquardt's model test data
EBCDIC

No identification

8 card images

™

™
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Changes in this version of NLIN

Major changes in this version of NLIN include:

1. Increased input data checking;

2. TInclusion of a problem parameter (NVY) that allows the data
to be read an observation at a time;

3. Changing all floating point variables except the input obser-
vations to double precision; and

4. More detail and examples in the manual.

The third change requires some changes to the user's subroutines FCODE and
PCODE. In particular the DECLARE (PL/I) or REAL (FORTRAN) statements must
reflect the precision of the variables being passed from NLIN. Thus these
statements must be as follows:

A. TFor PL/T
1. 1In FCODE:
DCL Y(*),X{(*,*),(B(*),PRNT(*),F,RES)FLOAT(16);
2. In PCODE:
DCL X(*,%), (P(*),B(*) ,PRNT (*),F)FLOAT (16);

B. For FORTRAN
1. In FCODE:

REAL*8 B(K),PRNT(1),F,RES,Y*4 (N),X*4 (M,N)
2. In PCODE:
REAL*8- P (K),B(K) ,PRNT (1) ,F,X*4 (M,N)
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