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IT.

Introduction:

As much documentation as possible has been included in the
program. Arrays and variables are also defined.

Since a program may contain over a hundred states, the tab-
ulation could be difficult for the computer to do if using multi-
dimensional matrices. So, throughout the program, only one-dimen-

sional arrays have been employed.

The Method:

Let aij denote the transition rates of a continuous Markov
process. We want to find ﬂj(t), the probability of being in state j
at time t, given that the probability of being in state i now is ﬂi(O).

This can be done using the following algorithm:

(a) find:
F = max [} aij] (1)
i J

and calculate:

Pij =3/ F iR (2)
Piy =1 - %jaij/F (3)

Note that F exceeds all 359 and that consequently all Pij’
including pii’ are between 0 and 1.

(b) Calculate ﬂg recursively as:

ﬁ? =ﬂ_(0)




(c) Let Pn(p) be the Poisson distribution with average . Then

one obtains the final result as:

15(t) = I g 1y P (Ft) (5)

To understand this algorithm, one notes first that ﬁjn is the
transient solution of a discrete Markov chain with the transition

probabilities Ps 5 (It is easily verified that the pij form the

transition probabilities of such a discrete chain, since they
are between zero and 1 and add up to 1). The points of trans-
ition of this discrete chain are not 1, 2, 3, 4 or other
deterministically spaced epochs. Rather, the number of
transition points in (0, t) is a random variable, having a
Poisson distribution with average Ft. There is thus an
average Ftpij transition from i to j during t, giving:

Ftp'ij = FT(aij/F) = aijt

The new process is also Markovian, as can be easily shown.

To sum up, one can say that the continuous Markov-chain
is interpreted as a combination of a discrete Markov-chain
and the Poisson distribution.

In this new process, the system is in state J at time t,
given there are n points of transition during (0,t), and one
is in state j after those n transitions. This argument leads
directly to formula (5), ﬂjn being the probability of being in
state j after n points of transitions, and Pn(Ft) being the

probability of having n points of transitions.



follows: For each non-zero entry, one has to give the
row, the column and the transition rate. Rows and
columns have to be identified by the state identification
number as given in {iii). Zero elements of the matrix
need not be entered. The diagonal elements, i.e. elements
with the same row and column number are calculated
automatically and must not be entered.
(v) The time for which the probabilities should be calculated.
(vi) The initial probabilities, i.e. the probabilities of
being in a certain state at time zero.
The number of states must not exceed 60, and the number of non-zero
elements in the transition matrix (excluding the diagonal) must not
exceed 840.

The data format s as follows:

Card 1, columns 1-5: FORMAT (Is)
The number of problems to be run. After this card follows the first
card specifying the probiem.

First problem-card, columns 1-80: FORMAT { 20A4)

Problem title (alphanumeric field).

Second problem card, columns 1-5: FORMAT (I5)

The number of different states.

State identification card(s): (FORMAT 16 I5)

An identification number for each state, each in a numeric field of 5
columns {i.e. column 1-5: first state number, column 6-10, second state
number, ..., column 76-80: 16th state number, column 1-5 next card:

17th state number etc.).




Number of entries card, column 1-5: FORMAT (I5)

Number of non-zero entries in the transition matrix (excluding

diagonal).

Transition card{s): FORMAT (4{215, F10.5))

The triplets: originating state (row state) destinating state
(column state) and transition rate, each occupying 3 adjacent
fields of 5 columns. Thus:

columns 1-5: First originating state

columns 6-10: First destinating state

columns 11-15: First transition rate.

columns 16-20: Second originating state

columns 271-25: Second destinating state

columns 26-30: Second transition rate,

etc.
In this way, the entire matrix is to be entered, always 3 entries per
card. The transition rate must be entered as a real number, that is it
must contain a decimal point.

The time card column 1-T0: FORMAT (F10.5)}

Time for which probabilities are to be calculated. Decimal assumed to

be between column 5 and 6 unless punched otherwise.

Initial-probability cards: FORMAT (8 F10.5)

For all states, initial probabilities have to be provided which are
to be punched 8 per card, each occupying 10 columns with the decimal
point assumed between column 5 and 6. The order of the initial
probabilities must coincide with the order of the state identifi-

cation numbers on the state identification card.




V. Qutput
| The output is a table showing the state, its initial
probability and its final probability final time given in the
time card (Appendix 1}.

STATE INITIAL FINAL
PROBABILITY PROBABILITY

Sample Deck

The following 4 sample problems were solved:

(1) The transient solutions of a Poisson-queue with arrival rate
of 5 and a service rate of 8 and a maximum gueue length of
20;

(2) The probability of waiting longer than 4 time units in a
Poisson-queue with LIFP - discipline, an arrival rate of 13,
a service rate of 20, and a maximum of 4 elements in the
system; |

{3} The transient solution for a system with two parallel queues.
The arrival rate is 0.5, the service rate of the first queue

is 0.75 and the service rate of the second queue is 0.5. Arrivals



The last 3 cards of Problem 1 give the initial probabilities.
These are all zero except for state 0 (which is the first state
since all initial probabilities must be given in the same order as
the state numbers in Card 4 and 5). For state zero, the probab-
biTity is 1, which means that we start for sure with an empty queue.
The final results thus give the probability of having i elements
in line after 10 time units, given the queue was empty initially.
This output is given in Appendix 2. This completes the discussion
of the first problem.

The second sample problem is really a waiting time problem.

The first card of the second sample problem gives it the title,
"LIF0-Case", because the waiting time under LIFO-discipline is to

be calculated. There an 7 states (second card of second problem),
each state being characterized by a two digit state number. The
first digit always stands for the place in line the element in
question occupies, the second number indicates how many elements are
in the system. 11 means thus that our element's first in line,

while one element in system, 12 for means our element first in line,
while 2 elements are in the system etc. .Beéause we allow only 3
elements in the queue, 33 is the last state. There is also a state
0, which just stands for "element has started service”. What we
really want to know is the probability that the element is in the
state "started service" after time t, which obviously is equal to the
cumulative waiting time distribution P (waiting time <t}. After all
the possible states (0, 11, 12, 13, 22, 23, 33) are ljsted, the next

card 1nd1catgs that there are a total of 9 transitions. We have a



arrival always joins the shorter queue, and if both queues are of
the same length, it joins each queue with equal likelihood. The
arrival rate is 0.5 and the service rates are 0.75 and 0.5 for the
first and second queue respectively. This gives a total of 68
transitions (see Appendix 1).

Let us assume now the second queue is opened only if there are
4 elements in the first queue. What is the probability of having
i element in the first and j in the second queue 4 time units

after opening the second gueue. In order to answer this guestion,

we just have to punch a 4 on the time card, and a 1.00 in the field of

the initial probability of state 40 which is the 20th probability.
All other fields may be left empty, indicating a probability of
zero.

The last example finally gives the case of 2 sequential queues
as the title suggests. The first queue has an arrival rate of 1 and
a service rate of 2. ATl elements having completed service in the
first queue go to the second queue which has a service rate of
1.5. If the line of the second queue reaches 3, the first server
is blocked and stops serving until the second line decreases. Also,
if the number in the first queue reaches 3, all arrivals balk. What
is the probability for the different states after 20 time units,
given they are initially as indicated in the initial probability
cards? Leaving off the details of the data cards, we just direct

the reader to Appendix 1 and 2.

10.



APPENDIX 1: Listing of Sample Problems .

4
POISSON QUEUE
21 e e e
0 1 2 3 4 5 6 7 8 9 10 i1 71 13 74 15
16 17 18 19 20
40
0 1 5.0 1 2 540 1 0 840 2 3 5.0
2 1 8.0 3 4 5.0 3 2 8.0 4 5 T 5.9
4 3 . B.O0 5 6 . .59 5 4 8.0 6 7 5.0
& 5 8.0 7 8 5.0 7 P - ¢ D - T T - P ¢
8 7 8.0 9 10 5.0 9 8 Be0 10 11 540
10 9 8.0 11 12 5.0 11 10 8.0 iz 13 5.0
12 11 8.0 13 14 5.0 13 12 3.0 14 15 540
14 13 8.0 is 16 5.0 15 14 8.0 16 11 5.0
_ .16 14 8,0 17 i8 = 5.V 17 16 8.0 15 19 5.0
18 17 8.0 19 20 5.0 19 18 8.0 TZ0 TTI9 8.0
10.0
1,000 000 000 . 000 L 000 .000 L0000 . 000
. 000 .000 . 000 00U . 000 . 000 . 000 . 000
. 00 . 000 .000 000 .000 <000 000 L0000
L LIFQ CASE .
3 e
0 11 12 13 22 23 33
g
11 22 13.0 11 V) 2040 12 23 13.0 12 ¢ 2C.0
13 0 20.0 22 33 13.0 22 11 20.0 23 12 200
- 33 22 ] 20.0 _ _ ) i s
4.0 e
« 426 277 .180 S117 . 000 . 000 . 000 . 000
TWO PARALLEL QUEUES o I '
25

00 01 02 03 04 10 1li 12 13 14 20 21 22 23 24 30
31 32 33 34 40 4l 42 43 44

68
00 01 .125 00 10 125 ol 11 <250 0l 00 . 500
02 12 .250 02 ot .500 03 13 . 250 03 02 © .500
04 14 +250 04 03 « 500 10 il 250 10 00 L 750
11 12 .125 11 21 125 11 01 . 750 il 10 .500
12 22 0,250 12 02 .150 12 11 - 500U 13 3 +250
13 03 .750 13 12 « 500 14 24 0 .Z2%0 14 04 L1507
14 13 . 500 20 21 . 250 20 10 . 750 21 22 «250
21 11 750 21 20 . 500 22 23 .125 22 32 C.125
22 12 750 22 21 .500 23 33 . 250 23 13 750
23 22 . 500 24 34 250 24 14 . 750 24 723 7 .500
30 31 .250 30 29 . 753 31 32 . 250 31 21 750
31 30 <500 32 33 2250 32 31 L5007 32 22T T T LI50 ¢
133 34 .125 33 43 . 125 33 23 . 750 33 32 . 500
34 44 .250 34 24 . 750 34 33 . 500 40 41 <250
40 30 . 750 41 42 . 250 41 31 .750 41 40 - 500
42 43 « 250 42 32 . 750 42 41 .500 43 44 <250
43 33 L750 43 42 4500 44 34  .750 44 43 .500
4,0
. 000 .000 000 .000 .000 .000 . 000 . 000
. 000 « 000 .000 000 000 .000 ©J000 7 T .000

.. .«QQ0 L000 030 0.000 1.030 .000 .000  .000




« CQ0 .000 « 000
SEQUENT IAL QUEUES
16
00 _01 62 03 __10 11
33 .
00 10 1.0 01 11
02 o1l 1.5 03 13
10 01 2.0 11 21
12 22 1.0 12 03
1312 1.5 20 30
21 12 2.0 21l 20
22 21 1.5 23 313
31 22 2.0 31 30
33 32 1.5
20.0
V .107  ,004  .)3l
- 128 . 044
/*

L0220

« 000

Pt et ptl et N e gt e
'y 8 & 4
VIOV OO oo

« 009

. 003

i
(Y]

12,

<090 - 000 000 .000
200 21 22 23 30 31 32 33
oL 00 1.5 02 12 1.0
03 G2 1.5 10 20 1.0
11 02 2.0 11 10 1.5
12 11l 1.5 13 23 1.0
20 1l 2.0 21 31 1.9
22 073277 T L0 ZZ UTI3TTTTTR2L0
23 22 1.5 30 21 2.0
32 23 2.0 32 31 1.5

110 -090 . 022 . 080

£200 7 JO&TT 0 [T6ETT T TTTI038



APPENDIX 2: Qutput for Sample Problems

POISSON QUEUE

TIME =  10.00000
STAVE INITIAL PROBABILITY FINAL PROBABLLITY

c 0. 100000E 01 0.375240F QU

) 1 0.000000E 00 0.234519E 00
2 0.000000E 00 0.146561E 00

3 0.000000E 00 0.915859E-01
4 0.000000E 00 0.572260E-01

5 0.000000E 00 C.357520E-01

6 0.070000E 00 0.223324E-01

7 ~ 0.000000E 00 0.139473E-01

8 0.000000E 00 0« 870828E-02

3 0.000000E 00 0.5435T2E-02

10 0.000000€ 00 0.339200E-02
11 0.000000F 00 0.211605E-02
12 0. 000000E Q0 0.131972E~02
13 0.000000E 00 0.822928E-03
14 0. 0J0000E 00 0.513120E-03
15 0.000000E 00 0.197225E-03
16 0.030G00E 00 0.122782E-03
17 0.0)0000E 00 0. 7641 78E~-04
18 0.000000E 00 0.475047E=04
19 0.000UU0E 00 029621 4E-04

20 0.,000000E QU Del1847TUbE-C4




LIFO CASF

TIME

STATE

11

12

13

23

33

4.G0000

INITIAL PROBABILITY

0.426000E
0.277000E
0.16C000E
0.117000F
0.020000€
0.0G0000E

0. 0OV UYE

G0

00

00

a0

00

(Y

00

FINAL PROBABILITY
0.999S97E 00
U.T7T11522€-11
0.507258E-17
0.821214E~41
0.9767TT7T3E~11
0.6058U3E-17

C.8784U6E-1L1

14.



SEQUENT IAL QUEYUES

TIME

STATE

C

i

i0

11

12

13

20

21

22

23

30

31

32

33

20. 00000

INITIAL PROI3IABILITY

0.1J37T000E 00
V. 40000JE-Q2
U.3100U0E-Q1
De 9UTOIVE-02
J«110033E 080
N.9000303E-01
0.220000E-01
Ve BUUVOOE-OL
J« 1280630 00
Va44UJ00JE-UJL
0e22JUO0E~01L
O« 30UGUIE~V2
0.201000E 0O
J.4500306-01
Y. 6603030E-01

J.380000E-01

FINAL PROBABLLITY

0.198473c 00
0.132324E Q0
Ce.835435E-01
DedlT548E-01
O« lU2525E U0
0.727381€E-0}
0. 534425E-01
Ca424481E-01
0.5741l7T7E-01
0.464868E-01
0.3163808F-01
Je31l4J16E-U]
0.4440651E-01
0.210477E-0L
0.150250E-01

0.209372E-01

16.
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APPENDIX 3: Program Listing
R o R Y L 2 2 2 S S E 232 22323333 F 3T I3

* *
% TRANSIT ENT SOLUT I ONS %
* %
* I N S I MP L E Q U EUES *
* *
* &

2o ofe e e o e 0 e 90 o 96 % e e o kgt ot o o o o ol ok e 3 o e ot ol a3 o 0 3 o 38 o 4 o8 o 038 s e o ok ot o o e sk o

ORJECT : THIS PRUGRAM FINDS THE PROBABILITY CF BEING
IN STATE J AFTER N-PUOINTS OF TRANSITIONS FOR
A SYSTEM OF MORE THAN CNE QUEUE.
THE ALGORITHM FOR THE PROGRAM IS DESCRIBED
UN PAGE 7, '"TRANSIENT SOLUTIONS IN SIMPLE
QUEUES' BY wW.K. GRASSMANN.

e oy Ao 0 3 A 3K RO e e e o e e e ol e ol o ol o et o e o e e ok A o ok MR R R KR R R R R R X

E i
* AUTHUR 3 WelKoe GRASSMANN £ T.K. NGAL %
*® %

36 AR e ok A Al de e de el kot s ok ok oleale o o e e e o ke e ok e o e 3 o o g ol ofe 0 ok e ek adeokk ook o e e Aok

LANGUAGE : FORTRAN IV

ROk ek de ok ok g gk e AR e i e o R ok X ek e o e ke e ok ook ok el XKk ok ok ok e ok e

ARRAYS IN THE PRUGRAM :
VESTIN - GIVES THE DESTINATING STATES IN THE
INITIAL MATRIX
MARKOV = THIS GIVES THE INITIAL RATE FOR EACH
GRIGINATING STATE AND ITS RESPECTIVE
DESTINATING STATE IN THE INITIAL MATRIX
STORES THE ORIGINATING STATES IN THE
INITIAL MATRIX
PIl ~ AN ARKRAY TO STURE THE INITIAL
PRUBABILITY uUF BEING IN A CERTAIN
STATE. THIS ARRAY IS FOR QUTPUT
PURPOSE
PIN — NEW PROBABILITY UF BklInNu IN A STATE
PID — INITIAL PROB OF BEING IN A STATE
PIT - THIS TABLE GIVES THE SOLUTION, IT
TELLS THE PRUB OF BEING IN A CERTAIN
STATE AFTER A GIVES AMOUNT OF ITERATIONS
IN THE SPECIFIED TIME
STATE - THIS ARRAY GIVES THE STATES IN THE
PROGLEM
TRANSITION PROB FRUM UNE STATE TO
THE OTHER

GRIGST

WA OH O# 0R  ox B on ¥ o

f

TRPROB

R B BECEE N - A ]

4;“-

VARLABLES IN THE PROGRAM 2
CITER = A # TO CONTRUL THE VALUE OF *[TER?
{SEE BELOW)
F - AN ARBITRARY VALUE TO CONTROL THE
VALUES OF TRPRUB (SEE ABLVE). THE
VALUE OF F LS TAKEN TU BE THE MAX
OF MARKOV(J) IN THIS PROGRAM
# OF ITERATIUNS FUR CALCULATING THE
FINAL PROBAHILITY '
J - INDEX

3t o

% 2%

ITER

***#*-ﬁ-ﬂ-********%*ﬂ**ﬁ#‘********%ﬂ**

#*on ¥ R




.-PUJN"*‘

aNelesNaNeNaleNeNalalsN el e el eoNelalaleinieiniaie i e el iol el o ale il e)

OO0

1Qa0

1vo1l

1005

1010

1015

# K - INDEX *
* L ~ INDFEX *
* M - INDEX ¥
* MARK - SPECIAL INUEX TU MARK THE # OF ITEMS %x
* In THE INITIAL MATRIX *
* NPRUB — # UF PROBLEMS IN THLIS RUN %*
* NSTATE - TUTAL # OF STATES *
% PN - PUISSCON DISTRIBUTIUN *
* PROKEY ~ SPECIAL KEY TO CONTROL # OF PRUBLEMS *
* IN THIS RUN *
s TIME - THE SPECIFIED TIME INTERVAL *
* TITLE =~ THE TITLE UF THE PRUBLRM *
* k3
e e M e e e B ek e kA ke e kol b ok ok Rk Ak e ko ok ok ko ok ek kR Rk Fxxk kkf ek Rk kR

A NOTE N THE PROGRAM 3
THE PROGRAM IS MAINLY DIVIDED INTO 3 PARTS
1. INPUT, INITIALLZATION AND FIND THE
DIAGONAL ENTRIES OF THE INITIAL MATRIX:
2. CALCULATE THE REQUIRES PROBABILITIES.
THIS IS THE MAIN PART OF THE PROGRAM3
3. PRINT OUT THE REQUIRED VALUES

YRR R R R R R MR AR R R E ok ok ek ek e ook o ek ke Rk Rk ke kAR A XF

%
REMARK : THE PROGRAM CAN BE FITTED INTO PROBLEMS wITH *
VAR IOUS #5 OF STATES BY CHANGING THES SIZES *

QF THE ARRAYS PROVIDED THAT TrHE TOTAL STORAGE *

%

*

*

%

3 4 3

AREA FOR THe OBJECT COUE AND THE ARRAYS DGES
NOT EXCEED THAT PROVIDED BY THE SYSTEM

#® #OF o R

2 oo o o g s e o e ool e o ool 0 o o Sk R BOR KK R R AR R ok ke ke o o ok e el ok kR kR ok

INTEGFR CITERWITERwJeKy Lo MyMARK2 NPRUOB+NSTATE.PROKEY

INTEGER DESTIN(G00) +IRTGST(Y900) STATE(60).FITLE(2Q)

REAL F+PN,TIME

REAL MARKDOV(900)4PI1{60}PIN(6Q),PIUL60)PIT{60),TRPRUB(900}

READ IN :
1. THE TITLE:
2« # 0OF STATE & STATE NUMBERSS
3., INITEAL MATRIA, EXCEPT THE DIAGGNAL ENTRIESS
4. INITIAL PROBABRILITIES OF BEING IN A CERTAIN
STATE

READ 1300.NPROB
FORMATII®)
DU 250 PRIKEY=1.NPROB
READ 1001 (TITLE(U)J=1+20)
FORMAT(20A4%)
READ 1005.NSTATE
FORMAT(IS)
READ LULO.(STATE(M) M=1,5TATE)
FORMATI{1615)
READ 1005,MARK
PLEASE READ THE FURMAT STATEMENT Llu0b ABOVE
PEAD LOL5¢{URIGST (K) 4DESTIN(K) «MARKOV(K)+K=1,MARK}
FORMAT(2I5+F1l0.502154F10.5%4215+F1Ca5:+2154F10.5)
READ 1020.TiME




35
36
37
38
39
40
41
42

+3

+5
O

v 7
-8
-G
()}
1

2
3
4
5

1020 FORMAT{F10,5) 19.

1025

10

lZ

11

- OV OOy oy

8]

1

Lo

O TEOY DY O OO0

O OO &y

il

¥

01

iz

140

150

152
155

READ 1025,{PL1I{M)M=1,NSTATE)
FORMAT{AF10.5)

D0 10 K=1,MARK

D0 10 M=1.NSTATE

IFIORIGSTIK) <EQ.STATE(M)) CORIGST(K)==M
IF{DESTIN(K}EQ.STATE(M)} DESTINI(KI==-M
CUNTINUE

D0 12 K = L14MARK

IFIORIGSTI(K).GELD) 60 T4 9
IF{DESTINIK).GELO) GO TC 9
SRIGST{K)=-0ORIGST (K)
CESTIN{K)=-DESTIN{K])

GO TU 120

PRINT 1111

FORMAT(* 1 TRANSITION'+2X,110,2X,*INVALID")
STOP

FIND THE DIAGCNAL ENTRIES OF THE INITIAL MATRIX

U 101 M=1,NSTATE

ARIGSTIMARK+M)=M

CESTIN(MARK+M) =M

MARKOV (MARK+M)=0.
0O 102 K =1,MARK
KORTG=0OR{SST{K})+MARK
MARKOVIKORIGI=MARKOVIKOFR IG)I-MARKOVI{K)
MARK=MARK+NSTATE

INITIALISE PIN{J)» PIT{J)s ARRAYS TU FIND THE
SUCCESSIVF PROBABILITY AND FLNAL PROBABILITY
RESPECTIVELY

00 140 J=1,NSTATE
PIOLJI=PLII(J)
PINLJ)=0,
PIT{J)=0,

FIND F£o AN ARBITRARY VALUE TO CUNTROL TRPROR,
TRANSITION PROBABILITY FRCOM STATE I TO STATE 4
AT THE TIME INTERVAL BETWEEN O AND TiME

F=O.

G0 150 J=1,MARK
IF{ORIGST{J)1«NE.DESTIN(J}IGO TO 150
[F{ABSIMARKOVIJ) } .GT.FIF=ABS{MARKCVIJ))
CONT INUE

CALCULATE THE PROBABILITY OF TRANSITION FRUM
STATE I TO STATE J

00 155 J=1+MARK
[F{ORIGSTIJILEQ.DESTINIJIIGH TO 152
TRPROB{J)=MARKOV{JI/F

GG TO 155

THRPROB{J)=MARKOV(J)/F+1l.

CONTINUF
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72
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167

169

I}

175

i80

L35
1850

201
1051
1052

200

1055
250

20.

CALCULATE THE CONTROL # OF THF # UF ITERATIONS,
CITER, FOR THE EVALUATIUON OF THE FINAL PROBASILITY
ANU THE PRUBABILITY OF BEING IN STATE J AFTER

N POINTS OF TRANSITIUNS. PN

FT=F*TIME
CITER=FT+4%SQRT(FT)I+4,9
INTER=FT=4%SQRT(FT}
PN=0

IF(INTERLLELO} PN=1
PNT=0

EVALUATE THE SUCCESSIVE TRANSITION PROBABILITY,

THAT 1Sy PIN(J)y J=1.NSTATE

ITER=Q

D169 K =1 MARK

L=CRIGSTH{K)

J=DESTINIK)
PIN(JI=PINUCJI+PIOIL)XTRPROB (K}

CALCULATE PIT{J), THE PROBABILITY IN STATE J

AFTER CITER PCINTS OF TRANSITIONS AT THE GIVEN

TIME

IFULTERLEQLINTERY PN=]
PNT=PNT+PN
DC 175 J=1.NSTATE
PITLJI=PITIJ)I+PIN{J) *PN
ITER=ITER+1
IFCITERLGTLCITERYGO TO 135
PN=PN*=FT/ITER
DC 180 J=1,.NSTATE
PIUTJ)=PIN(J)
PIN{J)=C,
GO TN 167

PRINT THE FINAL PRCIABILITY

PRINT 1050 (TITLELJ)sJ=1,20)
FCRMAT('1',20A4}

Bt 201 J=1+NSTATE
PITEJY=PTIT(Jd)/PNT
PRINT 1051, TIME
FORMAT('O',*TIME = *%,F10.5)
PRINT 1052
FORMAT (- STATE INITIAL PRUBABILITY
')
DU 200 J=1+NSTATE
PRINT L1055 STATELJ}«PIT(JDPIT{J)
FURMAT{'O! vaXel@eIXeELl4.64110XsElbab)
CONTINUE

5TOP
END

FINAL PROBABILITYY



