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ABSTRACT

The Subprocedure Collection (SPC) is a library of subprocedures written in

PL/I for use by PL/I'programs. This release of the SPC contains about 170 procedures

mostly in the area of mathematics; mostly, linear algebra. o

Some of the procedures in this collection represent original algorithms and

original code. Some were taken from the algorithms section of "Communications of

the ACM". Some are adopted from the IBM.Scientific - Subroutine Package (PL/1).

Currently, the majority are implementations of algorithms from the Handbook for

Automatic Computation, Vol 2, Linear Algebra by Wilkinson ‘and Reinsch {Springer-

Verlag, 1971). This latter group are similar to the subroutines comprising the

EISPAC FORTRAN cude distributed by Argonne Labs.

A1l procedures were developed in an Optimizer/Checkouf Compiler environment

No deliberate steps were taken to be compatible with PL/I(F), but nothing deliberate

was done to not be. DISCLAIMER
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The PL/I Subprocedure Collection

The Subprocedure Collection (SPC) is a library of subprocedures written in
PL/I for use by PL/I programs. This release of the SPC contains about 170 pro-
cedures mostly in the area of mathematics; mostly, linear algebra.

Some of the procedures in this collection represent original algorithms and
original code. Some were taken from the algorithms section of "Communications of
the ACM". Some are adopted from the IBM Scientific Subroutine Package (PL/I).
Currently, the majority are implementations of algorithms from the Handbook for
Automatic Computation, Vol 2, Linear Algebra by Wilkinson and Reinsch (Springer-
VerTag, 1971). This latter group are similar to the subroutines comprising the
EISPAC FORTRAN code distributed by Argonne Labs.

The documentation consists of the user program writeups as originally published
by the Triangle Universities Computation Center where this package was orginially
implemented. The task of rearranging, editing, and republishing this documentation
is currently beyond our abilities.

The Distribution Tape

The distribution consists of the source code of all procedures in the collecti opn,
in a single sequential data set which can be used as input to IEBUPDTE to create a
PDS with each procedure as a member.

The DCB parameters of the tape are

RECFM = FB

LRECL = 80

BLKSIZE = 6400
and LABEL = (1,NL).

The density and track coding will be as specified when the tape was orderad.

Each procedure is preceded by a control statement of the form (a is “blank"):
./ AAAANAAADDAAANEW=PD ,NAME=proc-name
and the last statement in the data set is
./ AAAAAAAENDUP

There will also be a few statements to assign ailiases:
./ AAAAAAAALTASANAME=proc-alias-name

The data set tontains lyofn::m.c#ds[ 15,230 20 clamactoe reconds.
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March 31, 1971 Library Services Series
Document No. L$~-14-1

ROUTING
Board of Directors
Computation Centers for Distribution
TUCC/NCECS Staff

FROM: NCSU pProgramming Services

SUBJECT: CLOCK (CCLOCK,RCLOCK), a Subroutine for Timing Computer Runs

SUPPORT TYPE: A
DIRECT INQUIRIES TO: Campus User/Programming Services

EFFECTIVE DATE: April 12, 1971. *** There have been major changes in this
routine since the last issue of this memo. The document
should be reviewed in its entirety.

FUNCTION: CLOCK was designed to provide a calling program with various types
of timing information, principally: elapsed time between two points in a
program, and the time remaining until system time cut-off. Three types of
time can be read: "CPU-time"(CCLOCK), "real-time" {RCLOCK}, and "TUCC-time"
{CLOCK) from the TUCC accounting clock.

USE: Each of the routines can be called with one to three arguments in the
following way (where "sub" may be CLOCK, RCLOCK, or CCLOCK} :

CALL sub (I}

where I is a full-word binary integer scalar variable (INTEGER*4 or
FIXED BINARY{31,0}}, which will be assigned the current reading of the
appropriate clock. The value is an integer in units of hundredths of a
second. If CLOCK is called, this value will be the time remaining until
system time cut-off. If RCLOCK is called, the value will be the current
value of the 360/75 real time (time of day) clock. If CCLOCK is called,
this value will be the time remaining in a CPU-timing interval initialized
by CCLOCK.

CALL sub {(I,J}

where J is a full-word binary integer scalar variable (INTEGER*4 or

TRIANGLE UNIVERSITIES COMPUTATION CENTER
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Exceptions and Misc Info

1.

2‘

The IBM SSP routines which were adopted were converted to the 60-character
set and many were rewritten into a GOTO-less form.

A few of the Procedures are written in S/360 ALC:

CALDATE CLOCK SHRU
JULDATE SYC TPUT

package. It is ysed by procedure LEAION and should be 1jnked with it or
included in it as an internal procedure. For a description, see procedure
"Teast squares sodution" in the Handbook by WHkinson.(Sawladcr:Mawe,auJ ér DiEazy,

we used the text’s Procedure name wherever possible. Where necessary, we trun-
cated the names to 6 characters by taking the first three and last three letters

of the texts names. This name was Preceded by a letter "p» for a "double precision”
version,

The procedures from the Handbook were tested with the author's own test cases
supplgmented by problems from __Cgl}ecticn of Matrices for Testing Computational

—

Algorithms by Gregory & Karney (WiTey), and some from CACM.™ A "doub1e-precision?
version of a procedure was produced in only one of two circumstances:

- double-precision Was necessary to pass the tests
- the procedure had to be used in conjunction with others which process

double-precision data.

Here "a double-precision version" means a versjon which processes yser data
recorded in double-precision. Many of the "single-precision® procedures utilize
double-precision internally to retain significance.

Procedures adopted from the IBM SSP (PL/I) are not documented in this package.
The documentation in the IBM manual is still appropriate.

A1l procedures were developed in an Optimizer/Checkout Compiler environment.
No deliberate steps were taken to be compatible with PL/I{F), but nothing
deliberate was done to not be,



Maxrch 31, 1971 Document No. LS-14-1

FIXED BINARY (31,0)), and I is exactly as described above. In this form
of the CALL, I is assumed to have been initialized by an earlier CALL sub
(I} for the same "sub". J will be given a value equal to the time elapsed
sinceé the earlier reading in the same units as I, and I will return the
current reading of the clock.

CALL sub (I,J,A)

where A is a cne-word floating-point scalar variable (REAL*4, FLOAT
DECIMAL (8)) and I and J are exactly as described above. This form of CALL
has the same function as CALL sub (I,J) except that, in addition the elapsed
time is returned as the value of A and in units of seconds. ‘

Many different "clocks" can be running in the same program as illustrated
by:

/*GET OVERALL CPU TIME, USING 'CLOCK' IT */
"A:CALL CCLOCK (1T);

/*GET DO LOOP CPU TIME, USING 'CLOCK' JT */
CALL CCLOCK (JT);
DG I=1 TO N;

* s

END;
CALL CCLOCK (JT, JTE);

© B:CALL CCLOCK (IT, ITE);
/* JTE WILL HAVE CPU TIME FOR LOOP */
/* ITE WILL HAVE CPU TIME FOR ALL CODE BETWEEN A AND B */

The routine can be called by PL/I or FORTRAN programs or programs with
FORTRAN-like calling sequences. The routine is not re-—entrant.

***When reading the "TUCC-time" clock, the user should remember that
this clock may be updated in relatively large "time" increments due to
accounting of EXCPs. The usual increment is one second. The CPU and real-~
time clocks are updated approximately every 16.7 milli-seconds.

STORAGE: This routine is one CSECT with 3 entry points. The storage re-
quirement for the routine is 27410 bytes,

Page 2 of 2
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July 7, 1970 Library Services Series
Memorandum No. L5-90
ROUTING
Board of Directors
Computation Centers for Distribution
TUCC/NCECS Staff
FROM: NCSU Programming Services
SUBJECT: A Uniform Random Number Generator for PL/I and FORTRAN
SUPPORT TYPE: A
DIRECT INQUIRIES TQ:  Campus User/Programming Services
Purpose
—

A sometimes undesifébiq.characteristic of congruential pseudo-random
number generators iséfatype of predictability in the numbers. This
phenomonen is described by Martin Greenberger (CACM, Vol 8 No 3, March
1965) and would affect the result®.of calculations based on the numbers
which are depén 't upon uniform demsity of points in 2 space, or planes
in 3-space, etgh

:,?iﬁis raﬁgtipnship can be hidden or destroyed by “shuffling" the ran-

dom sequ#ngé produced by the generator. Essentially, one uses one congru—

%

raté¥, G té ganerate a sequence of random numbers and a second,
Teos pumbers "at random" from that sequence.

?ﬁ%gﬁ;gﬁghghuffliﬂg‘genarator of this type.

TS e SR o e
?ﬁg?gggpgﬁ&é generator (Gl) is of the foxm r=r*65533 where r, is
supplied by the user. The shuffling generator (G2) 1s of the form
u=u*32771 with u, = 314159265. g ey

0 ‘-f‘:‘:f;;' el s st Ty

The period of this generator will be at least 229.

TRIANGLE UNIVERSITIES COMPUTATION CENTER
RESEARCH TRIANGLE PARK, NORTH CAROLINA




July 7, 1970 Memorandum No. LS-90

USE

This generator is available to both FORTRAN and PL/I programmers .
Two CALLs are necessary to use the generator:

CALL SHRU@(I)

will initialize the generator with the first 128 numbers from the
Gl sequence. This CALL is performed ouly once for each sequence
to be generated, and will destroy any earlier sequence generated.

The value of I is the initial value of r('seed" or r,) in the
Gl generator and should be a nine significant digit odd number.
The value of I is undisturbed by the CALL.

SHRU(Y)

will return to Y a pseudo-random floating-point short-precision
number scaled to the range @#<Y<l, The G2 generator is used to
select a number from the table of 128 Gl numbers. Gl is then used
to replace the number selected. The minimum number actually pro—
duced is 3929¢9¢@P (hex.float) or about .4656613E-9 (decimal). The
maximum number is 4@FFFFFF (hex float) or about .9999999EQ (decimal).

In FORTRAN, I should be INTEGER*4 and Y, REAL*4.

In PL/I, I should be BIN FIXED (31,8) and Y, BIN FLOAT (24,9) or DECIMAL

FLOAT (6,8). I and Y must be arithmetic elements and I may be a constant.

SHRU requires about 20 microsec to obtain one number on a $/360/751 and

occupies 70010 bytes of storage.

SHRU.

In the TUCC system it resides in SYS1.SUBLIE and SYS1.,PL1SUBS as member
SHRU® is a secondary entry into that member.

Page 2 of 2
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(¢ MEMORANDUM

February 2, 1973 Library Services Series
Document No. L5-195-0

FROM: NCsy Programming Services

SUBJECT: COMDET, for Factorization and Determimant of a Complex
Unsymmetric Matrix

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

A PL/I subprocedure which performs the factorizaticn A=LU, where A Is a cm-

plex unsymmetric matrix, L is a lower triangular matrix, and U is a unit upper
triangular matrix (diagonal =1,1,1,...,1}. L is overwritten on the lower triangle
and diagonal elements of A. U is overwritten on the vpper triangle of A, omit-
ting the constant diagonal,

A record of any interchanges made to the rows of A is kept in the vector INT,
such that the I-th row and the INT(I)-th row were interrhanged ar rhe i-th step.

Two numbers, D1 and D2, are computed, which can be used ro dere-vine the value of

the determinant: 1
. det A=D1*2%*D2(77 < |D1|<}).

?heiprocedgfé will fail if A, or A modified by computational rounding errors, is
=f§**§“%%§ ot aThost singular.

%hﬁn_ﬁfocedure is'Bhsed on the procedure COMPDET described in Handbook of Auto-
matic €omputation, Vol. 2, Linear Algebra; ’ ; Springer-Verlag
(1971), where a description of the method can b found. 1

O g V0T ik sor
Implemented versions are:

1) COMDET(N,AA,D1,D2,INT,FAIL)
where
N BIN FIXED(31l) glves the order of the matrix A.
AA (*,*)BIN FLOAT(21)COMPLEX on call, contains the matrix, A, to
be factored, in its first N rows and N columns; on
return, contains L and U as described above.

TRIANGLE UNIVERSITIES COMPUTATION CENTER
RESEARCH TRIANGLE PARK, NORTH CAROLINA




Febrevary 2, 1973 Decument Noo L8-195-0

Dl BIN FLUOAT(2]) COMPLEX described above.

D2 BIN FIXED(3l) described above,

INT _ i*3BIN FIXED(15) as described above; LBOUND{INT,1)
should be sawme as LBOUND{AA,L).

FAIL LABEL a label in the user program, to

whi~h the procedure wili transfer, if the
process fails,

2) DCOMDET(N,AA,D1,D2,INT,FAIL)
where parameters have the same meaning as with COMDET except for:

AA (*,%*)BIN¥ FLOAT(53) COMPLEX
Dl BIN FLOAT{53) COMPLEX

2 of 2




110-8§ 7
August 1, 1974

FROM: NCSU Programming Services

SUBJECT: SVC, a Subprocedure for Making Supervisor Calls in PL/I
(Optimizer Only)

SUPPORT TYPE: A
DIRECT INQUIRIES TO: NCSU Programming Services

DISTRIBUTION: Full-Time Programming Services § Tudy Hellan , vié
Neat Pavs, Duke

SVC is a subprogram callable from PL/I programs that are compiled by the
Optimizing Compiler. The user specifies a number corresponding to a
specific system SVC routine and supplies the necessary values for that SvC
routine. On return, the values normally returned in registers 1, 0 and 15
by the SVC routine are returned to the user.

If a system abend occurs during execution of subprocedure SVC, the PL/I
ERROR condition is raised.

SVC routines are discussed in several IBM manuals depending on the appli-
cation of the SVC: ‘

GC28-6550 IBM S/360 0S: Data Management for System Programmers
GC28-6646 IBM S/360 0S: Supervisor Serviées and Macro Instructions
GC26-3794 0S Data Management Macro Instructions

GC28-6670 1IBM S/360 0S: Programmer's Guide to Debugging

In addition there are some locally created SVC's which are known to various

'system programmers. Some of these may be described elsewhere in this doc-

ument series.

Normally, the person using procedure SVC should be familiar with assembler
language and SVC routines. _

DCL SVC ENTRY(/* SVC# */BIN FIXED(15), /* R1 */ BIN FIXED(31),
/* R */BIN FIXED(31), /* R15 */BIN FIXED(31));

. Wwhere
SVC# On entry, contains the decimal number of the SVC routine
to be executed.
Rl On entry, contains the value needed in register 1 by the

SVC routine indicated by SVC#. On return, contains the
value returned in register 1 by the SVC routine indicated
by SVC#.
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110-#7
August 1, 1974
Page Two

On entry, contains the value needed in register § by the
SVC routine indicated by SVC#. On return, contains the
value returned in register @ by the SVC routine indicated
by SVC#.

On entry, contains the value needed in register 15 by the
SVC routine indicated by SYC#. On return, contains the
value returned in register 15 by the SVC routine indicated
by SVC#.
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N.C. State University

Raleigh

Library Services Series

October 11, 1974
Document No. LS§=272=0

FROM: NCSU Programming Services

i
SUBJECT: ' DIRHES, for Reduction of a Real Square:Matrix to Upper-Hessenberg
- Ferm.

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which will reduce-a specified-submatrix of a
real, square matrix't0'upper*Hessenberg“farm'by'elemencnry'aimiiarity
transformations.

This procedure will be more. effective: 1f the matrix to be reduced is
preconditioned by’ BALNCE {(18-267) or gsome similar protedure.

N~ This procedure reduces rounding'errorS'by'accumulating:inneraptoducts

whereaver possible.
1f eigenvectors of the derived matrix are later.computed, the eigenvectors
of the original matrix can be obtained with DIRBAK- {18-278).
This procedure is based on the procedure DIRHES  described- in Handbook of -
Automatic Computation, Vol. 2,.Linear.Alggbra;'Wilkinson,.neinsch;'Sptinger-
Verlag (1971), where a description of the method can be found.
Implemented versions are:
1) DIRHES (N,K,L,A,INT)

where :

N BIN- FIXED(31,0) is the order of the full matrix.

(K,L) BIN FIXED(31,0) the procedure redoces the submatrix
of order L-K+1 which starts at the element A(K,K) .
and finishes at A(L,1). If the entire matrix is.
to be reduced: K=LBOUND(A,L) ,L=K+N<1. I£ BALNCE
has been previously used, its-output 1.OW and HI
are used for K and L.

A (*,*)BIN FLOAT(21) on cell, contains.in its first N
columns and ¥ rows, the matrix to be- reduced. On
return, the derived Hegsenberg matrix has replaced

S the specified submatrix: The  zeros in- the  lower

b NA.pNAY 12076 — DESEFARCH TRIANGIF PARK NORTH CARNLINA 27709




October 11, 1974 : Document No:. LS=272-0

portion of the Hessenberg matrix are replaced
with-multipliers osed in the reductiorn. LBOUND(A, 1)
- should  equal LBOUND(A,2);

INT (*)BIN?FiXED(lﬁ,O&‘"on"return;'containé; in elements K
. through L,a description of:the row and column
interchanges invoived in. the reduction.  This will
be pneeded later by DIRBAK, 1f that is used.
LBOUND{INT, 1) should equal LROUND{A,1}.

2) - DDIRHES  (N,K,L,A,INT)

‘ where the parameters harﬁ.the'aameimeaning:astabnwe,.axcepﬁ for:
A (%, *BIN-FLOAT(53)

2 of 2
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Document No. LS5=276-0

FROM: NCSU Programming Services

SUBJECT: HQR2, for Finding All Eigenvalues.and Eigenvectors of a Real
Upper Hessenberg Matrix

SUPPORT TIPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is' a PL/I subprocedure which computes.all eigenvalues:and. unnormalized
vectors of & real upper Hessenberg matrix by QR triangularizatiom.

1f the Hessenberg matrix was arrived at by reduction of a general matrix,
it is assumed that DIRHES {(1LS-272) and: DLRANS- (LS=274) or ORTHES (LS-273)
and ORTANS (1S-271) or similar procedures performed the reduction. HQR2
£finds the eigenvectors of the original matrix, not the:Hessenberg matrix

~— eigenvectors, unless the original matrix was in Hessenberg form. It is
recommended, when starting with a general matrix, to balance the matrix
with BAINCE (LS~267).prior to reduction. The vectors of the original
unbalanced matrix can be obtained by BALBAK (LS5-268).

This procedure is based on:the procedure HQR2 in Handbook of Autematic
Computation, Vol. 2, Linear Algehra; Wilkinson,®Reinsch;:Springer~Verlag
(1971), where a description of the method can be found.

Implemented versions are:

1) HQR2 (N,LOW,HI,MACHEPS H,VECS,W,CNT, FAIL)
where
N BIN FIXED(31,0) contains the order of the matrix.

(LOW,HI) BIN FIXED(31,0) if the matrix has been balanced by
BALNCE, these are the indices LOW- and HI returned
by that procedure. If not, set’ LOW=LBOUND(A,1l)
and HI=LOW+N-1.

MACHEPS BIN FLOAT(21) should be .953675E-6.

H (*,*)BIN FLOAT(21) contains, in its first N rows and N
columns, the Hessenberg matrix. as- described
above. The matrix- is-destroyed by HQRZ. LBOUND
(H,1) should equal LBOUND(H,2).

e VECS (*,*)BIN FLOAT(21) on call contains, in its first N
rows and N columns, the matrix. defining the
similarity transformations used in reduction

b A DAY 19A2& _ DEQEAR 770



October 11, 1974 Dacument No, LS=276-0

to Hessenberg. form- {produced by DIRANS or
"ORTANS) .. If: the: original matrix:-was in Hessen-

berg form;, this:should:be: the-order~N identity
matrix.  On return,: the.firast N columne will .
contain the eigenvectors of the original matrix.. .
If the i-th eigenvalue is: real (IMAG(W(I))=0), the
i-th column of VECS is-the corresponding-eigen-
‘yvector. If eigenvalues-i and. i+l are a complex pair,
then column i and i+l of VECS . give the real and
imaginaxyvpartvof'the*eigznvectnr'cnrresppnqing,tq_ﬂi*
the eigenvalue withipnnitivz"imasin&rﬁ@?éttﬁuf" MDY

(VECS,1) should equal LBOUND(H,1) aiult~LBOH V‘Ecs.i-‘} (

W (*)BIN FLOAT{21) COMPLEX. ~ om-returm coatains, in its

first N elements, the romputed eigenvalues.
 LBOUND(W,1) should equal LBOUND{VECS,2).

CNT (*)BIN FIXFD(15,0) = on.return,.contains.the number of
iterations required: for each eigenvalue. 1f two
values are found simultarneously as a pair;. then
the number of iterations is given with a positive.
sign for. the first: and a.negative sign for the
second. LBOUND{CNT,1) should equal LBOUND(W,1).

FAIL . LABEL is a label in the.user program to which HQRZ.
will. transfer.when 30.1iterations.fail to isolate
the current- eigenvalue.

2) DHQRZ . (N,LOW,HI,MACHFPS,H,VECS,W,CNT,FAIL)
" .where the psrameters have the. same meaning. as.with HQRZ except for:
MACHEPS ~ BIN FLOAT(53) should: be. .2220446049250314E-15;

H - {*%,*)BIN FLOAT(53)
VECS (%,*)BIN FLOAT(53)
W (*)BIN FLOAT(33) COMPLEX

2 of 2
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974 Library SQtvicbn Series
Document No, LS-277-0
FROM: NCSU Ptogrquling Services

SUBJECT: INVIT, for Finding Selacted Eigenvectors of a Real Upper Hessembery
Matrix .
SUPPORT TYPE: A

DIRECT INQUIRLES TO: Campue/NCECS Programming Services

This is a PL/I subprocedure which usas inverse iteration to find selecked

eigenvectors of s real upper Hassenberg matrix, given the sigenvaluas of.

the matrix. Only one complex vector, corresponding to the eigenvalue with
positive imaginary part, is formed for s complex pair. ‘

Ic is assumed the siganvalues have been found by BQR (LS~275) or a lt‘iiar
procedure, so that they are ordered so as to have the correct affiliation.

A
The procedure is based on the procedure INVIT in Handbook of Automatic™-
Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-Verlag
(1971), where a description of ths mathod can bs found.
Implementad versions are:
1) INVIT (N,MACHEPS,C,A,W, EXCPT,2)
where ' .
N BIN FIXED(31,0) contains the order of the matrix.
MACHEPS BIN FLOAT(21) should be .953675B-7.
C (%)BIT(1) indicates the eigenvalues, in W below, for
: which the eigenvactors are required, If the: .
vector correspouding to W(I) is desired, C(I)='l'S;
otharwise, C(I)='0'B. If the sigenvectors for a
complex pair are desired, only the C(I) correspond-
ing to the aigenvalue with positive imaginary part
neads to be '1'B, LBOUND(C,1) should equal
| LBOUND(W,1) and the first N alements of C are used.
A (*,%#)BIN FLOAT(21) contains the uppar Hassenberg matrix
in its £irst N rows and N columns. LBOUND(A,1l)
_ should equal LBOUND(A,2).
W (*)BIN FLOAT(21) COMPLEX on csll contains, in its first
~ N elements, the eigenvaluas of A. On return, the

PO_ROX 12076 — RESEARCH TRIANGLE PARK, NORTH CAROLINA 27709




October 11, 1574

2)

- EXCPT

o

Document No, LS-277-0

teal parts of the selected eigenvalues have been
perturbed where necegsary to separate close eigen-
values. LBOUND(W,1) should equal LBOUND(A,l).

(*)BIT(1) _on return, contains a 'l1'B in EXCPT(I) if

(*,*)BIN

eigenvector Z(*,I) meets the convergence criteria.
If not, EXCPT(I) contains '0'B. In many of these
cages, however, it has been found that the returned
eigenvector is nearly as good of an approximation
as the vectors that passed the convergence criteria.
Residuals might be checked for 'these eigenvéctors.
LBOUND(EXCPT l) should equal LBOUND(Z 2).

FLOAT(ZI) ‘on return contains, in its first T
columns, the computer eigemvectors, (r=number of
eigenvectors specified in the C vector; note that
the complex palr takes twc columms.) If the eigen-
vector corresponding- to the complex eigenvalue with
positive imaginary part is desired, and is the Jth
eigenvalue for which an eigenvector is desired, the
gigenvector will occupy ¢olumns, J and J+1l of Z.
LBOUND(Z,1) should aqual LBOUND(A,l)

DINVII (N MACHEPS C,A,W, EXCPT Z) h R :
where the parameters have' the same meaning as with INVIT except for:
BIN FLOAT(53} should be ,222044604925314E-15

S . Lo B ’ T '

S
A

_ MACHEPS

.
[

EA

W

z:

(*, *)sxn FLOAT(53)
(*)BIN FLOAT(53) COMPLEX
(%, *)BIN FLOAT(53) '
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October 11, 1974 Library. Services Series
Document No. 18§=278=0

FROM: NCSU Programming Services

SUBJECT: DIRBAK, for Obtaining.the.Original Eigenvectors from Those of a H
Derived Hessenberg Matrix

SUPPORT TYPE: A

DIRECT INQUIRIES TO: - Campus/NCECS Programming Services

After findingrthe'eigenvectnra;of;a:Hessenberg.matrix;uoﬁ;order-n,'which
was obtained by;applying.niRHES'(LS-Z?Z) to. a. general real matrix, this .
subprocedure can be used to obtain the vectors of the original matrix.

This- procedure: is based on the. procedure DIRBAK: described: in Handbook of
Automatic nggutation,;volm,2;:Linea:.é;gahra;;ﬂ;lkinsong;Rginsch;'Sntigser—
Verlag (1971), where a description:of the method can bs fovund.

Implemented versions are:

1) - DIRBAK (1OW,EI,R,A,INT,Z)
where )

(LOW,HIL) BIN FIXED{(31,0) . contains the indizes LOW._and HI returned
by BALNCE (LS-267) if that:was used:to prepare the
matrix for reduction to Hessenberg form.- Otherwise
LOWALBOUND{A,1) and HI=LOW+n~1 where n:is the order
of the matrix specified:for DIRHES.

R . BIN.FIXED{31,0) . contains the.number of vectors of the
Hessenberg matrix which have been found.

A - (*,*)BIN FLOAT(21) contains the matrix returned by DIRHES.,

INT (*)BIN. FLOAT (15,0} _contains. the array describing the
.- interchanges. nsed in DIRHES.

Z. - (*,*)BIN FLOAT(21) ‘on.call. contains, in. its first R columns,
' R eigenventorSiof'theMdariVEd‘Hassenberg‘matrix.

The elements of the eigenvectors occupy” the  first n
elements of each column. On return, thase vectors
will be replaced by the vectors of.the original matrix.
These.vectors are not.normalized.. Note that the .
storage:correspondenca:ofieigenvectan'to‘eisenvalues
depends:on'the:choice.of~subprocedure for finding.the
vectors. . LBOUND(Z,1).should. equal LBOUND(A,1).

N

PO _ROX 12076 — RESEARCH TRIANGLE PARK, NORTH CAROLINA 27709 i




October il, 1574 Document No, LS=278-0

2) DDIRBAK (LOW,HI,R,A,INT,Z).
where the parameters have the same -msaning as above, except for:
A (*,*)BIN FLOAT(53) '

Z ., (%*)BIN FLOAT (53)
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';f'll; 1974 Library Services Series
Document No. L8-279-0

FROM: NCSU Programming Services

3

SUBJECT: COMEIG, for Finding the Eigenvalues and Eigenvectors of a Complex i
Matrix.

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus;NCECS Programming Services

This is a PL/I subprocedure which uses a norm reducing Jacobi-type method
to find all eigenvalues and eigenvectors of a general square complex matriz.
This procedure is generally recommended over EIGEN (L$-211) even for real
matrices, except when all roots are real. COMEIG does nct fail, as does

EIGEN, in the complex defective case, but convergence will be linear. If
the matrix is normal (AA*=A*A), other methods are faster.

~—
The procedure is based on the procedure COMEIG in Handbook of Automatic
Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-Verlag
{(1971), where a description of the method can be found.
Implemented versions are:
1) COMEIG (N,A,T,TIMES,FAIL)
where
N BIN FIXED(31,0) containg the order of the matrix
A (*,*)BIN FLOAT(21) COMPLEX on call contains, in its first
N rows and N columns, the matrix to be solved. On
return, the eigenvalues appear on the diagonal of :
A, other elements being destroyed. LBOUND(A,1) }
should equal LBOUND(A,2).
T (*,*)BIN FLOAT(21) COMPLEX on return contains in its first
N columns the eigenvectors whose elements occupy the
first N elements of each column. LBOUND(T,1l) should
equal LBOUND(A,1) and LBOUND(T,2).
TIMES BIT(1) should be "1'B on the first entry into COMEIG.
On subsequent calls for the problem, should be '0'B.
FAIL LABEL 18 a label in the user program to which the proce-
dure will transfér 1f convergence is not achieved
— in 35 iterations. The procedure may be re-entered

with the parameters that have just been found
(see TIMES), but convergence is again not guaranteed.
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© 2) DCOMEIG (N,A,T,TIMES,FAIL)
where the parameters have the same meaning as above, except for:
A (*,*)BIN FLOAT(53) COMPLEX

T (*,*)BIN FLOAT(53) COMPLEX
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June 22, 1973 Library Services Series
Document No. L§-220-0

FROM: NCSU Programming Services

SUBJECT: TPUT - to Allow PL/I Programs under TS0 to Send Special
Characters to a Terminal

SUPPORT TYPE: A
DIRECT INQUIRIES TO: Campus/NCECS Programming Services

AUTHOR: Msac Frye, NCSU Computing Center

TPUT 1s a subprocedure enabling a PL/I program, executing in a T68® environment,

to send a string of characters to the terminal without having any characters

added or deleted. The subprocedure requires only one argument: a character
A\ string to be sent to the terminal,

The character string is translated according to TUCC TSO standards (each character,
except for certain control characters and the "printable' characters, is trans-
lated to a colon). Each terminal type has certain defined control characters and
printable characters. If in doubt about these, contact your computing center.

This translation can be bypassed by giving, as the first character of the string,

a "bypass" character (hexadecimal '24'). In this case, the bypass character is
changed to a hex 'DF', and the string is sent to the terminal. Any DF characters
found in the string during this transmission are physically deleted from the string
and do not arrive at the terminal.

TPUT is invoked by a CALL such as:
CALL TPUT(STRING);
where:
STRING CHAR(*) VARYING is the character string of lemgth O through

32767 to be sent to the terminal, including, possibly,
the bypass character.
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In the event that TPUT detects an error, the TPTFAIL condition is signaled.

The user may trap this error with an ON CONDITION (TPTFAIL) statement. When-
ever the TPTFAIL condition is signaled by TPUT, the identifier ERROR is assigned
an error code which gives more information about the cause of the error.

The values and meanings of the error codes are:

' 1' TPUT has been called outside the TSO environment.
No output is produced.

! 21 An azttention interrupt occurred during execution of
P g
the TPUT SVC used by the procedure,

' 3" Invalid parcmeters were detected by the TPUT SVC used
by the procedure, probably caused by an incorrect type
argument being passed to TPUT.

' 4' Internal error in TPUT procedure.

! 5 lindefined error. Specifically, the TPUT SVC used by the
procedure has returned an errer code which was not defined
in the -1 edition of the manual referenced below.

The user can access the identifier ERROR by including in his program:
-DCL ERROR CHAR(4) STATIC EXTERMAL;

Error codes ? and 4 "should never appear", and 5 is unlikely. If they appear,
the user shculd report the occurrence,

Normal return from the ON CONDITION(TPTFAIL) on-unit, in the case of codes 1

and 2 above, will lead to immediate return from the TPUT procedure to the calling
procedure. In the case of codes 3, 4, and 5, normal return will lead to SIGNAL
FRROR. If there is no ON statement for the TPTFAIL condition in effect, the
action is as if normal return from an on-unit for that condition had occurred.

For information on the TPUT SVC used by this procedure, see Guide to Writing
a Terminal lfonitor Program or a Command Processor, IBM order number GC28-6764
(in which case the user should know that the TPUT SVC is issued with the

CONTROL option).
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¢ MEMORANDUM

July 14, 1970 ' Library Services Series
Memorandum No. LS-91

ROUTING
Board of Directors
Computatiod Centers for Distribution
TUCC/NCECS Staff

FROM: NCSU Computation Center

SUBJECT: Date Conversion Function for PL/I - CALDATE, JULDATE
SUPPORT TYPE: A

DIRECT INQUIRIES T@E"'Cippus User/Programming Services
Wi T

Purpose .,  ﬁ:,f:"

"_.

CALDATE - Qpnvergﬂia aekidl day date (Julian date) to a standard calendar
date, _ j? LT

- JULDATE - eo erts a etlnagrd calendar date to a serial day date (Julian

date).

»QBoth?; nep produce valid retults fofgdates between 1 March 1901 and
31 Yiecembey 999ﬁ
PR 3 %t

5 WGl _
1 Bd %ﬁ ( ‘ by a standerd PL/I calling sednence. R
.K?,w:: 1;‘5*‘ ff”& _j;ﬁ.‘-‘ ¢ fhe s . 1 43,,\‘_ .
CALDATEr snd. JULDATE are” @daptations of Algorithm frm Collected%
Algorithey-STam.GAGH, originally written &y R. G-»ﬁu
Chapel Hill S A %&
) iﬁﬁw
Yge 2 N
- w Nl Lo E
CALDATE and JULDATE are PL/I function procedures of _aingle: argmiréﬂe hhose'
calling sequence can be defined by: E ‘?
' *“"‘Fz:m—-!‘r

DCL CALDATE ENTRY (CHAR(S5)) RETURNS(CHAR(8)); %

DCL JULDATE ENTRY (CHAR(6)) RETURNS{CHAR(5)};

TRIANGLE UNIVERSITIES COMPUTATION CENTER
RESEARCH TRIANGLE PARK NCRTH CAROLINA
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The argument of CALDATE is a string of the form YYDDD and the returned
value is of the form DD/MM/YY. :

The argument of JULDATE is a string of the form DDMMYY and the retuined
value is of the foxm YYDDD.

Neither the input string lengths nor the output string lengths are checked
by the routines but assumed to be correct. The "current length" portion of the
output dope vector is set to be the correct value on return from the routines.

The contents of the input stringe are not checked for validity but assumed
to be valid EBCDIC character representation of the decimal digits.

CALDATE occupies 31610 bytes of storage and requires about 100 microseconds
JULDATE occupiles 18810 bytes of storage and requires about 90 microseconds

(Timings are for a $/360/75I.)

Both CALDATE and JULDATE reside in SYS1.PL1SUBS at TUCC.

Page 2 of 2




G TRIANGLE UNIVERSITIES COMPUTATION CENTER

I
U
North c.rotim '
Chapel Mill
NG, &uULMNWiw - -

October 1, 1974 Library Services Series
Document No. LS5-280-0

FROM: NCSU Programming Services

SUBJECT: Bessel Functlions of the First Kind

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

Described below are PL/I procedures that evaluate J or I Bessel functions
of positive or negative order.

The J Bessel function of order v, JV(X), is a solution of the Bessel equation

“ X3y + XY' + &2+ vy =0
The I Bessel function of order v, I (X), is a solution of the modified Bessel
equation
X2y + XY - (X2 +v9)Y = 0
With these procedures, the user can request that results be computed to a
specified number of significant decimal digits. In all the procedures,
accuracy may deteriorate below that requested near a zero of the function.
The procedures are most efficient for arguments of small or modérately large
modulus. . The procedures that evaluate negative order Bessel functicns de-~
teriorate in accuracy when the order is nearly integral.
The procedures are based on "Algorithm 236, Bessel Functions of the First
Kind", by Walter Gautschi, Communications of the ACM, August 1964.
Implemented versions are:
1) JAPOSN (X,A,NMAX,D,J,ERR)
JAPOSN evaluates to D significant decimal digits the Bessel functions
(X) for given A,X and for n=0,1,...,NMAX. The results are stored -
in the array J.
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The parameters are:

Cx . 7._"_3111
A oo . BIN

KMAX ' BIN

D BIN

Document No. LS-280-0

JELOAT(53) independent variable value

for which J Bessel function is to be
evaluated. X>0.

FLOAT{53) the J Bessel functions of order
(A + n), n=0,1,...,NMAX, are evaluated at
X. 0sA<l.

FIXED(15) See description of A. NMAX=0.

FIXED{(15) indicates the number of significant

. detimal digits requested for all the returned

values. 0sD<16,

J (L:K) BIN FLOAT(53) on return, J{0) contaiuns

JA+0 (), J(1) contains JA+1_(X)’ etc. LsO
and K=NMAX,

ERR BIN FIXED(15) on return, an &rror indicator wheai

(V. RF VO L o e ]

2) . JANEGN (X,A,NMAX,D,J,ERR)

values have the following meanings:

Requested accuracy unattainable. Results are
probably still quite accurate.

successful completion

A<Q or A2l on input

X<0 on input

NMAX<0 on input

D<0 on input

dimensions of array J incorrect. LBOUND(J,1)>0
or HBOUND{J,1)<NMAX.

iANEGN evaluates to D significant decimal digits the Bessel functions
JA_n(K) for given A,X and for n=0,1,...,NMAX, The results are stored

in the array J.' =

The parameters have the same meaning, precision, and type as defined for

JAPOSN except for:.

A BIN FLOAT(53) the J Begsel functions of order

(A-n), n=0,1,...,NMAX, are evaluated at X,
OSA<1 L]

-2 0f 5
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J {L:X) BIN FLOAT(53) on return, J(0) contains
JA»O(X)’ J(1) contains JA_l(x), etc, Ls0
and KzNMAX.

3) CJAPOSN (Z,A,NMAX,D,J,ERR)

CJAPOSN evaluates to D gignificant decimal digits the Bessel functions
JA+n(z) for given real A and complex Z, and for n=0,1,...,NMAX. The

results are stored in the complex array J.
The parameters are:

Z BIN FLOAT(53) COMPLEX independent variable value
for which J Bessel function is to be evaluated.
IMAG(Z)=0 if REAL(Z)<0.

A BIN FLOAT(53) the J Bessel functions of order
(A + n), n=0,1,...,NMAX, are evaluated at Z.
0z<A<l.

NMAX BIN FIXED(15) See description of A. NMAX20.

D BIN FIXED(15) indicates the number of significant

decimal digits requested for all the returned
values. 0<D<16.

J (L:K) BIN FLOAT(53) COMPLEX on return, J(0) contains

JA+0(Z)’ J(1) contains JA+1(Z), etc. L<0 and
K2NMAX.

ERR BIN FIXED(15) on return, an error indicator whose
values have the following meanings:

-1 Requested accuracy unattainable. Results are
probably still quite accurate.

Successful completion.

A<Q or A2l on input

REAL(Z)<0 and IMAG(Z)=0 on input

NMMAX<0 on input

D<0 on input

dimensions of array J incorrect. LBOUND(J,1)>0
or HBOUND{J,1l)<NMAX.

nHwE o
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4) TIAPOSN (X,A,NMAX,D,I,ERR)

5)

IAPOSN evaluates to D significant decimal digits the modified Bessel
functions IA—!-n(X) for given A,X and for n=0,1,...,NMAX. The results

are stored in the array I.

The parameters are:

X ' BIN FLOAT(53) independent variable for which I
Beasel function is to be evaluated. X>0.

A BIN FLOAT(53) the I Bessel functions of order
(A +n), n=0,1,...,NMAX, are evaluated at X.
O<A-l.

NMAX BIN FIXED(15) See description of A. NMAX=0,

D o BIN FIXED(15) indicates the number of significant

decimal digits requested for all the returned
values., 05<Ds16,.

I ' (L:K) BIN FLOAT(53) on return, I(0) contains
IA+0(X)' I(1) contains IA+1(X), etc. L=<0
and K2NMAX.

ERR | BIN FIXED(1l5) on return, an error indicator

whose values have the following meanings:

-1 Requested accuracy unattainable. Results are
probably still quite accurate.

Successful completiom.

A<0 or Azl on input

X<0 on input

NMAX<(0 on input

D<0 on input

dimensions of array I incorrect. LBOUND(I,1)>0
or HBOUND(I,1l)<NMAX.

[V 0 - PR L e ]

IANEGN (X,A,NMAX,D,I,ERR)

IANEGN evaluates to D significant decimal digits the modified Bessel
function IA?n(X) for given A,X and for n=0,1,...,NMAX. The results are

stored in the array I.

4 of 5




October 1, 1974

Document No. LS-280-0

The parameters have the sanme meaning, precision, and type as defined

for IAPOSN except for:

A

BIN FLOAT(53) the I Bessel functions of order
(A - n), n=0,1,...,NMAX, are evaluated at X.
D=<A<].

(L:K) BIN FLOAT{(53) on return, 1(0) contains
IA—O(X)’ I(l) contains IA»l(x)’ stc. LsO

and K2RMAX.

So0f 5
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April 24, 1974 A Library Services Series
Document No. LS-242-0

FROM: NCSU Programming Services
SUBJECT: SFCFIT, ITPLBV - Smooth Bivariate Laterpolation
SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

PL/I subprocedures SFCFIT and ITPLBV determine a single-valued bivariate
function Z(X,Y) which assumes given values at the nodes of a rectangular
X-Y grid, and return values of the functiou at selected points in the X-Y
plane. The grid need not be evenly spaced in either direction. The inter-
polating function 2(X,Y) is smooth, i.e., the function and its first-order
partial derivatives are continuous. Emphasis is on avoiding excessive undula-
tion between given grid points.

- : The procedures are based on the procedures of the same name described in
"Algorithm 474, Bivariate Interpolation and Smooth Surface Fitting Based on
Local Procedures" by Hiroshi Akima, Communications of the ACM, Janmwary, 1974,
where a further discussion of the problem and algorithm can be found.

In certain cases it is desirable to control the values of the partial
derivatives along a boundary of the X-Y grid. This can be accomplished by
extending the input data with two additional grid lines parallel to the
boundary. For example, if the interpolating function is to exhibit periecdicity
in X and/or Y, then the input data should consist of the data that cover a
whole period and two additional grid lines on each side of them.

ITPLBV (LERR,LX,LY,X,Y,ZZ,N,U,V,W)

Procedure ITPLBV returns the values, W, of the interpolating function
Z(X,Y) for a specified set of N points (U,V} in the X-Y plane, where

IERR BIN FIXED (15) on return contains one of the following
values:

interpolation successful

either LX or LY is less than 2

N is less than 1

identical X wvalues given

the X values are not in ascending order

identical Y values given

v whoHO

P.0. BOX 12076 — RESEARCH TRIANGLE PARK, NORTH CAROLINA 27709




April 24, 1974

LY

iz
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6 the Y values are not in ascending order

7 the lower bounds of all array argument dimensions are
not equal

8 less than N elemenrs in the array argument W

BIN FIXED (15) on entry is the number of X-coordinates
in the X-Y grid. (1LX-=2)

BIN FIXFD (1%) on entry is the number of Y- coordinates
in the X-Y grid. (LY =2)

(*) BIN FLOAT (21) on entry comtains in its first LX !
elements the X~ coordinates of the grid in ascending order.

(*) BIN FLCAT (21} on entry contains 1n its first LY elements
the Y~ coordinates aof the grid in ascending order. LBOUND
(Y,1) must equal LBCUND/X,1).

(*,*%)} BIN FLOAT (210 on entry containg in its first LX rows
and LY columns the desired values of the interpolating func-
tion at the nodes of the X-Y grid. ZZ(1,J) is the value at
the node (X(1Y,Y(J¥). LBOIWD{ZZ,1) and LBOUND(ZZ,2) must
equal LBOUND(X,1). |

BIN FIXED {13 , on entry is the nuvmber of points at which
the value of Z{X,Y) is desired. (N>=1)

(*) BIN FLOAT (21} on entry confains in its first N elements
the X~ coordinates of points at which Z(X,Y) is to be evaluated.

_LBOUND(U,1) must equal LBOUND(X,1}.

(*) BIN FLOAT (21} on entrv contains in its first N elements
the Y- coordinates of points at which Z(X,Y) is to be evaluated.
LBOUND(V,1) must equal LBCGUND(X,1i).:

(*) BIN FLOAT (21) on return contains in its first N elements
the computed values of Z(X,Y). W(I) is the value at (U(I),V(I)).
LBOUND(W,1) must equal LBOUND(X,1).

SFCFIT (IERR,LX,LY,X,Y,2Z,MX,MY,U,V,W)

Given function values, ZZ, at the nodes of a X-Y grid, procedure SFCFIT
returns interpolated function values, W, at the nodes of a U-V grid. The
U-V grid is a refinement of the X-Y grid in rhat it contains the ncdes of the
X-Y grid and nodes introduced by subdividing each interval in X and Y into MX
and MY equal subintervals, respectively.
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N
IERR BIN FIXED (15) on return contains ome of the following
values:
0 interpolation succeasful
1 _either LX or LY ia less than 2
2 _either MX or MY is less than 2
3 either the number of elements in U or the number of
.rows in W is- less than MX*(LX-1)+1
4 either the number: of elements in V or the number of
columns in W is less than MY*(LY-1)+l.
5 identical X values given
6 the X wvaluesa. are. nat ordered
7 identical Y values given
8 the Y values are not ordered
9 lower bounds of all array argument dimensions are not
equal.
LX,LY,X,Y,Z2Z as described for procedure LTPLBV except that the elements
‘ of X and/or Y can be in either ascending or descending order.
MX BIN FIXED (15) on entry is the desired number of subintervals
between successive X- coordinates of the X-Y grid.
MY . BIN FIXED (15) on entry is the desired number of subintervals
between successive Y- coordinates of the X-Y grid.
N

U {*) BIN FLOAT (21) on return contains in its first MX*(LX-1)+1
elements the X~ coordinates of the refined grid. LBOUND(U,1) must
equal LBOUND(X,1).

Y (*) BIN FLOAT (21) on return contains in its first MY*(LY-1)+1
elements the Y- coordinates of the refined grid. LBOUND(V,1)
must equal LBOUND(X,1).

W (%, %) BIN FLOAT (21) on return contains in its first MEX*(LX-1)+1
: rows and MY*(LY-1)+1 columns the interpolated values of the function
at the nodes of the U=V grid. W(I,J) contains the value of
Z(X,Y) at the node (U(I),V(J)). :
 LBOUND(W,1) and LBOUND(W,2) must equal LBOUND(X,1).
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March 8, 1974 Library Services Series
Document No. LS§=236-0
FROM: NCSU Programming Services

SUBJECT: STIFDIF, for Integration of Stiff Ordinary Differential Equations
SUPPORT TYPE: A

DIRECT IRQUIRIES TO: Campus/NCECS Programming Services

STIFDIF is a PL/I subprocedure which solves an initial value problem
for a stiff system of first order ordinary differential equations by the
"Gear'" algorithm. On each invocation, STIFDIF attempts to integrate the
- system over one step of length H, where H is initially specified by the
calling procedure but may be changed by STIFDIF to limit the estimated trun-
cation error to within a specified tolerance, or to take advantage of areas
— of smoothness., The order of approximation of the integration method is auto-
matically chosen to maximize step size and minimize solution time.

The user must provide a subprocedure which evaluates the first derivatives
of the dependent variables with respect to the independent variable and, op=-
tionally, one which evaluates the partial derivatives of the first derivatives
with respect to the dependent variables.

The general method of operation using STIFDIF is:

1. The user initially invokes the procedure giving an initial
value of the independent variable T, the initial soclutions
at T, a suggested value of the integration step size (always
held in H), and a minimum value for that step size, among other
parameters.

2. STIFDIF will attempt to compute a new solution at the point T
plus the step specified. If it determines the problem is not
well conditioned for solution over that interval, it will re-
duce H and try again. It will not reduce K below the minimum
the user has gpecified.

Sewr
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When STIFDIF has completed one integration step with
whatever step size is settled on, it returns to the user
program. After that return, the value of T has been in-
creaged by that step size. The value of H is a suggested
value of the interval size for the next integration step.
The initial values of the solutions have been replaced
with the solutions at the new T.

The user must then check the value of T to see if the

total problem has been solved. 1If not, STIFDIF is re-
called with the cutput from this as input, and the cycle
from 2 through 4 is repeated. The user can modify opera-
tion of the procedure if he desires. Modification of H may °
be necessary to force the final value of T to be some speci-
fied value.

The integration technique for stiff systems is described in "The Auto-
matic Integration of Ordinary Differential Equations", C. W. Gear, Communi-
cations of the ACM, March, 1971, p. 176.

Implemented versions are:

1. STIFDIF (N,T,Y,H,HﬂIN,HMAX,EPS,HF,YMAX,ERRDR,KFLAG,JSTART,HAXDER,NQ,
DIFFUN,PEDERV) .

N

BIN FIXED(15,0) contains the number of first order
equations in the system. The user may decrease N
during the solution cycle i1f the number of active
equations reduces. N must not be increased without
setting parameter JSTART to zero.

BIN FLOAT(53) on call, if JSTART>=0, this contains the
value of the independent variable at which the solutien
Y is known. On return, if XKFLAG=l, this contains the
value of the independent variable to which the solution
has advanced.

(*,*)BIN FLOAT(53) must have row dimension 0:7. The column

dimension can be whatever is convenient for the user.
Cn first call (with JSTART=0) Y must contain the N
initial values of the dependent variables in its first:
row. Ou return the first row will contain the computed
values of the dependent variables corresponding to the
returned value of T. Succeeding rows will contain scaled
values of derivatives of successively higher order com-
puted by STIFDIF. These are needed here in subsequent
calls with JSTART>0. The number of derivatives present
on each return will vary and is returned in parameter
NQ, below.
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H BIN FLOAT(53) on entry is the step size to be attempted
' by STIFDIF. This value will be used if it does not
cause a larger truncation error than requested by
parameter EPS, 1If a step is successful, then H
returns the step size which should be attempted on
the next entry.

To save computing time, a fairly small step should be
specified on the first entry since a first order method
is used initislly. It will be automatically increased
later. H can be negative.

HMIN BIN FLOAT(53) is the minimum step length that may be used.
Note that on starting, this must be much smaller in
magnitude than the average H expected.

HMAX BIN FLOAT(533) on call contains the upper limit on the
magnitude of H which can be returned by STIFDIF, i.e.:
the suggested next step size.

EPS BIN FLOAT(53) is the truncation errcr test constant. For
a successful step, the single-step truncation error esti-
mates ERROR divided by YMAX must be less than EPS in the
Euclidean norm. The step size and/or order of approximation
will be adjusted to achieve this. EPS>=1E-l4 is suggested.

N— | MF BIN FIXED(15,0) is an input paramefter that indicates the
method desired. The following values are allowed:

1 A multi-step method suitable for stiff systems is
used. It will also work for nco-stiff systems.
The user must provide a subprocedure PEDERV to
evaluate the partisl devivatives of the differ-
ential equations with respect to the dependent
variables.

2 The same as 1, except that STIFDIF computes the
partial derivatives by numerical differencing of
the derivatives. Hence PEDERV is not called.

YMAX (*)BIN FLOAT(53) on return contains the maximum magnitude
of each dependent variable through the current step.
It should normally be set to 1l before the first call.
(See EPS above.) YMAX can be changed by the calling
procedure to influence the step control. LBOUND(YMAX,1)
should equal LBOUND(Y,2).

ERROR (*)BIN FLOAT(53) on return contains the estimated single

step truncation errcr ip each dependent variable.
LBOUND(ERROR,1) should equal LBOUND(Y,2).
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FIXED(15,0) on return contains a completion code
with the following meanings:

+1 the step was successful.

-1 the step was taken with H=HMIN, but the re-
quested truncation error was not achieved.

-2 the value of MAXDER on entry is greater than 6.

-3 corrector convergence could not be achieved for
H greater than HMIN.

-4 the requested truncation error EPS is too small
for an efficient solution of this system by
STIFDIF. :

FIXED(15,0) on call must contain one of the follow-

ing values to indicate the desired stepping procedure:

0 perform the first step.
1 take & new step continuing from the last,
=1 repeat the previous step with a new value of H.

The calling procedure must define JSTART prior to
each invocation of STIFDIF. Note that JSTART=1 is
the usual choice following a successful step
(KFLAG=1}.

FIXED(15,0) is the maximum order derivative that

STIFDIF may use in the current step. This parameter

also restricts the order of approximation. ——
0 <MAXDER<7 is required.

FIXED(15,0) on return contains the order of the
maximum order derivative used, which is alsc the
current order of approximation, and the index oi the
last row of Y containing useful values.

ENTRY (/*T*/BIN FLOAT(53),/%*Y*/(*,*)BIN FLOAT(53),
/*DY*/(*)BIN FLOAT(53))

is the name of the procedure supplied by the user

to evaluate the differential equations. The first
parameter will be the value of the independent
variable. The second parameter is the current Y
array as described above., Only the first row,
Y(0,*), containing current solution values is of
interest at this point. The third parameter is
where N equation values are returned. The equations
are functions of T and Y. LBOUND of this parameter
is equal to LBOUND(Y,2);
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PEDERV ENTRY (/*T*/BIN FLOAT(53),/*Y*/(*,*)BIN FLOAT(53),
/*PW*/ (% ,*)BIN FLOAT(21))
is the name of the procedure supplied by the user
to evaluate the partial derivatives of the differ-
ential equations. The first parameter will be the
value of the independent variable. The second para-
meter is the current Y array as described above,
Ouly the first row, Y(0,%), containing current
solution values is of interest at this point. The
third parameter is where the N*N derivative values
are returned. The equations are functions of T
and Y. LBOUND(PW,1) and LBOUND(FW,2) equal the
LBOUND{Y,2). PW(I,J)} returns the value of the partial
derivative of the ditfferential equation with index I
with respert to the dependent variable Y(O0,J).

1f MF=2, then PEDERV -an be any identifier with the
ENTRY attribute.

Example 1:

An example of the user-supplied procedures is, for the aystem

! =
Yl 4Y1 + 3Y2

1
Y2 = 2Yl + Y2
DIFFUN: PROC (T,Y,DY);
DCL(T,Y(*,%*),DY(*))BIN FLOAT(53);
DY (1)=4%Y(@,1) + 3*7(0,2);
DY (2)=2*Y(0,L) + Y(0,2);
END DIFFUN;

PEDERV: PROC (T,Y,PW);
DCL(T,Y(*,*))BIN FLOAT(53),PW(*,*) BIN FLOAT(21);
PW(1,1)=4.0 ; PW(1,2)=3.0;
PW(2,1)=2.0 ; PW(2,2)=1.0;

END PEDERV;

where the user chose to declare Y in his program with dimensions (0:7, 1:2).

Example 2:

~ The scaled values of derivatives returned in the array Y can be used to
interpolate the solution between successive values of T. Y(J,I) returns the
J-th derivative of the I-th dependeut variable at T scaled by H**J/J! The
solution YE(I) of the I-th equation at T-E could be defined by:

YE(I)= sum, for J=0 TO NQ, of Y{J,I)*(=-E/H)**J
References:

Gear, C. W. (1971), "Chonsing a Method", Numerical Initial Value Prcblems in
Ordinary Differential Equations, pp. 231-236.

Gear, C. W. (1967), "Numerical Integration of Stiff Ordinary Differential
Equations", Report No. 221, Department of Computer Science, University of
Illincis.
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FROM: NCSU Programming Services

SUBJECT: DIFSUB, for Integration of Ordinary Differential Equations
SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

DIFSUB is a PL/I subprocedure which selves an initial value problem
for a non-stiff system of first order ordinary differential equations by
the "Gear'" algorithm. On each invocation, DIFSUB attempts ts integrate
the system over one step of length H, where H is initially specified by
the calling procedure but may be changed by DIFSUB to limit the estimated
truncation error to within a specified tolerance, or to take advantage of

N areas of smoothness. The order of approximation of the integration method
is automatically chosen to maximize step size and minimize solution time.

The user must provide a subprocedure which evaluates the first deriva-
tives of the dependent variables with respect to the independent variable.

The general method of operation using DIFSUB is:

1. The uvser initially invokes the procedure giving an initial value
of the independent variable T, the initial solutions at T, a
suggested value of the integration step size (always held in H),
and a minimum value for that step size, among other parameters.

2. DIFSUB will attempt to compute & new solution at the point T plus
the step specified. If it determines the problem is not wall
conditioned for solution over that interval, it will reduce H and
try again. It will not reduce H below the minimum the user has
specified.

3. When DIFSUB has completed one integration step with whatever step
size is settled on, it returns to the user program. After that
return, the value of T hae been increased by that step size. The
value of H 1is a suggested value of the interval size for the next
integration step. The initial values of the solutions have been
replaced with the solutions at the new T.

o
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4. The user must then check the value of T to see if the total ' S
problem has been solved. If not, DIFSUB is recalled with the
output from this as input, and the cycle from 2 through 4 ig
repeated. The user can modify operation of the procedure if
he desires. Modification of H may be necessary to force the
final value of T to be some specified value.

The integration technique for non-stiff systems is described in "The
Automatic Integration of Ordinary Differential Equations", C. W. Gear,
Communications of the ACM, March, 1971, p. 176.

Implemented versions are:

1. DIFSUB (N,T,Y,H,HMIN,HMAX,EPS,NQ,YMAX,ERROR,KFLAG,JSTART,MAXDER,DIFFUN)
where

N BIN FIXED(15,0) containsg the number of first
order equations in the system. The user
may decrease N during the solution cycle if
the number of active equations reduces. N
must not be increased without setting parameter
JSTART to zero.

T BIN FLOAT(53) on call, if JSTART>=0, this com-
tains the value of the independent variable at
which the solution ¥ is known. On return, if —
KFLAG=1, this contains the value of the inde-
pendent variable to which the solution has
advanced.

Y (*,%*)BIN FLOAT(53) must have row dimension 0:7. The
column dimension can be whatever is convenient
for the user. On first call (with JSTART=0),Y
must contain the N initial values of the depen-
dent variables in its first row. On return the
first row will contain the computed values of
the dependent variables corresponding to the
returned value of T. Succeeding rows will con-
tain scaled values of derivatives of successively
higher order computed by DIFSUB. These are
needad here in subsequent calls with JSTART>0.
The number of derivatives present on each return
will vary and is returned in parameter NQ, below.

H BIN FLOAT(53) on entry is the step size to be
attempted by DIFSUB. This value will be used

if it does not cause a larger truncation error

than requested by parameter EPS. If a step is

successful, then H returns the step size which
should be attempted on the next entry.

To save computing time, a fairly small step should ™~
be specified on the first entry since a first order
method is used initially. It will be automatically
increased later. H can be negative.

2 of 5




March 21, 1974 Document No. L§-235-0

HMIN BIN FLOAT(53) is the minimum step length that
may be used. Note that on starting, this
must be much smaller in magnitude than the
average H expected.

HMAX BIN FLOAT(53) on call contains the upper limit
on the magnitude of H which can be returned
by DIFSUB, i.e.: the suggested next step size.

EPS BIN FLOAT({53) ig the truncation error test coni
stant. For a successful step, the single-
step truncation error estimates ERROR divided
by YMAX must be less than EPS in the Euclidean
norm. The atep size and/or ~rder of approxi-
mation will be adjusted tc achieve *this.
EPS>=1E-14 is sugges‘ted,

NQ BIN FIXED(15,0) on return contains the order of
the maximum order derivative used, which is
also the current order of approximation and the
index of the last row of Y containing useful
values.

YMAX (®*)BIN FLOAT{(53) on return contains the maximum
magnitude of each despendent variable through
the current step. It should normally be set
to 1 before the first call, (See EPS above.)
YMAX can be changed by the calling procedure
to influence the step control. LBOUND(YMAX,1)
should equal LBOUND(Y,2).

ERROR {*)BIN FLOAT(53) on rerurn contains the estimated
' single step truncation error in each dependent
variable. LBOUND(ERROR,1) should equal LBOUND(Y,2).

KFLAG BIN FIXED(15,0) on return contains a completion
code with the following meanings:

+1 the step was successful,

-1 the step was taken with H=HMIN, but the
requested truncation error was not achieved.

-2 the value of MAXDER on entry is greater than
7.

-3 corrector convergence could not be achieved
for H greater than HMIN.

~4 the requested truncation error EPS is too
small for an efficient solutiom of this
system by DIFSUB.
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BIN FIXED(15,0) on rall must contain one of

BIN

the following values to indicate the desired
stepping procedure:

0 perform the first step.

1 take a new step continuing from the last.

1 repeat the previous step with a new value
of H.

The calling procedure must define JSTART prior

to each invocation of DIFSUB. Note that JSTART=1
is the usual choice following a successful step
(KFLAG=1) .

FIXED(15,0) iz the maximum order derivative
that DIFSUB may use in the currvent step, This
parsmeter also resrricts the order of approxi-
mation. O0-MAXDER-8 is required.

ENTRY (/*T*/BIN FLOAT(53),/*Y*/(* /*)BIN FLOAT(53),
/*DY*/ (*)BIN FLOAT(53})

is the name of the preoredure supplied by the
user to evaluate the differential equations.
The first parsmeter will be the walue of the
independent variable. The second parameter

is the current Y array as described above,
Only the first row, Y(0,*), containing current
solution values is ~f interest at this point.
The third parameter is where N equation values
are returned. The equationsg are functions of
T and Y. LBOUND of this parameter is equal tc
LBOUND(Y,2) .

An example cof a user-supplied procedure is, for the system

Y = 4Y + 3Y

Y'., = 2Y. + Y

DIFFUN:

PROC (T,Y,DY);

DCL(T,Y(*,*),DY(*)) BIN FLOAT(53);
DY (1)=4*Y(D,1) + 3*Y(P,2);
DY(2)=2%Y(@,1) + Y(9,2);

END DIFFUN;

where the user chose to declare Y in his program with dimemsions (0:7, 1:2).
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Example 2:

The scaled values of derivatives returned in the array Y can be used to
interpolate the solution between successive values of T. Y(J,I) returns the
J=th derivative of the I-th dependent variable at T scalad by H**J/J! The
solution YE{I) of the I-th equatiocn at T-E could be defined by:

YE(I)= sum, for J=0 TO NQ, of Y(J,I)*(-E/H)**J

Reference: Gear, C. W. (1971), “Choosing a Method", Numerical Initial Value
Problems in Ordinary Differential Equations, pp. 231-236.
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May 4, 1973 Library Services Series
Document No. LS-164-0

_FROM: NCSU Programming Services

SUBJECT: UNSSOL, for Solving Systems of Linear Equations with a Real
Matrix of Coefficients

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which solves the systems of equations defined by
AX=B where A is a”natl matr1x of order n; and B is a n x r real matrix of r
right-hand sides

UNSSOL must be yreceded BﬁfUHSDET (LS-196) or any equivalent routine which
performs the &"ecompositiou (Aﬂl.ﬁ) of the coefficient matrix.

e
AX=B is solved n iétepqhg, interchange the elements of B, Ly=B and
UX=y. The solu ons } rep.‘&c@‘%he matrix B.
This procedure‘ aed on thu proceﬁure UNSYMSOL described in Handbook of
iaffiony: Vol.. 2, hinear ﬁlgebra Wilkinson, Reinch; Springer=-
refiﬁ- descriptiﬁx of thd method can be found.
are: ‘_ S hﬁ&m
o TR A
'BB) SR
2 nEG -ﬁ-i N ) : 7
Uriversity of BIN FI¥¥B(31) gives the order, w, of the matrix A,
g(!th Cavsiina BIN FIXED(31) gives the. pumbei', r; of ‘right-hand s‘ides.
h } Hil!
EEE ' (*,*)BIN FLOAT(21) should contain, inqﬁts !;ggt N rows and
N columns, the result of the UNSDET wmpoaition
INT (*)BIN FIXED(31) contains the reca¥d of inter e
produced by UNSDET. LBOUND(ENT;I). ;Hvuld equ&t]."“rh
LBOUND(AA,L). L Ay
SRR ¥ x
Yo

TRIANGLE UNIVERSITIES COMPUTATION CENTER
RESEARCH TRIANGLE PARK, NORTH CAROLINA
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BB (*,*)BIN FLOAT(21) on call, contains in its first N rows
and R columns the matrix of right-hand sides.
LBOUND(BB,1) should equal LBOUND(AA,1). On
return, BB will contain the elements of X.

2) DUNSSOL (N,R,AA,INT,BB)
where parameters have the same meaning as with UNSSOL except for:
AA (*,*)BIN FLOAT(53)

BB (*,*)BIX FLOAT(53)
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May 4, 1973 Library Services Series
Document No. LS-166-0

FROM: NCSU Programming Services

SUBJECT: ACCLVE, for Solving Systems of Linear Equations with a Symmetric
Positive-Definite Matrix of Coefficients, with Iterative Improvement.

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus /NCECS Programming Services

This is a PL/I subprocedure which solves the systems of equations defined by
AX=B where A is M"& symmetric positive-~definite matrix of order n; and B

isanxr real ufatrix qf r; right-hand sides.

st
ACCLVE must be. preceded e éamml '(L8+182) or an equivalent routine which
performs the: decompoaiti (AREL!').

(LS~209), followed by iterative improvement.

8 S=B-AX are calculated and Ay=S 1s solved.

as the maximum correction at any stage is
tage, until the maximum correction is less

ACCLVE uses the proc
After each solﬁ:ion, P v N
The refinement #.s itinued 16%
at the ,p:ﬁiou

&t 1s bsed on’ 't}‘:e pftcedui.e ACCSOLVE described in Hapdpo %k of
gﬁ.u._.. Aoy, V01 2, wear Algebra; Willgpson, Reinch, spridger-
g (1971 s A
Unwers?:fy )
Implembidh Gafﬁkﬂﬁ are: -7‘:3&-'1-
Chcpat Hill Wf“w
1) ACCLVE (N,R,AA,P,BB,EPS,XX,S,LL,LIST,ILL) T bt
where '

s

PML Hoats
N BIN FIXED(31) contains the urder, n, gf taﬂ %F&U‘- A.
s )rj«r ‘-
R BIN FIXED(31) contains the number, r, o.f ritagbt—ﬁnd
sldes. L7y

TRIANGLE UNIVERSITIES COMPUTATION CENTER
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AA (*,*IBIN FLOAT(21) contains, in its first N rows and
N columns, the CHOET1 decomposition. LBOUND{AA,2)
should equal LBOUND(AA,1).

P (*)BIN FLOAT(21) contains, in the first N elements, the
reciprocals of the diagonal elements of L as
produced by CHOET1. LBOUND{(P,l) should equal

- LBOUND(4AA,1).

BB (*,%*)BIN FLOAT(21) contains in its first N rows and R
columns the matrix of right-hand sides, B. LBOUND
(BB,1) should equal LBOUND(AA,l).

EPS BIN FLOAT(21) should be .953674E-6.

b 6.4 (*,*)BIN FLOAT(21) on return, will contain, in its first
N rows and R columns, the solutions to the R
gystems of equations. LBOUND(XX,1) should equal
LBOUND(AA,1). LBOUND(XX,2)} should equal LBOUND(EB,2).
|
s (*,%*)BIN FLCAT(21) on return, will contain, in its first N
rows and R coluuns, the R residual vectors.
LBOUND of all dimensions of S should equal corresponding
LBOUND of dimensions of BB.

LL BIN FIXED(31; will ~cntain the number of 1terations.

LIST (*)BIT(8) In case of failure, this vector will indicate,
in the first R elements, the sclutions that are
correct and those that are incorrect since the
routine will fail if even only one solutiomn is
incorrect. If the Ith element of LIST equals '0'B
then the Ith solution is incorrect; nnt-equal to
'0'B indicates a correct solution. LBOUND(LIST,.)
should equal LBOUND(BB,2).

ILL LABEL a user specified label tn which ACCLVE will
transfer if iteration fails to improve thc solution.

2) DACCLVE(N,R,AA,P,BB,EPS,XX,S$,LL,LIST,ILL)
" where parameters have the same meaning as with ACCLVE except for:

AA {*,*)BIN FLOAT(53)
P (*)BIN FLOATI(S3)
BB (*,#)BIN FLOAT(53)
EPS BIN FLOAT(53)
XX (*,*)BIN FLOAT(53)
s (*,*)BIN FLCAT(53)
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University of
North Carolina
Chapal Hill

June 13, 1973 - Library Services Series
Dacument No. LS-169-0

FROM: NCSU Programming Services

SUBJECT: UNSLVE, for Solving Systems of Linear Equations with an Unsymmetric
Matrix of Coefficients

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This 1s a PL/I subprocedure which solves the systems of equations defined by
AX=B -where A is a real unsymmetric matrix of order n; and B is a n x ¢ real
matrix of r right-hand sides.

UNSLVE must be preceded by UNSDET (LS5-196) or an equivalent reutine which
performs the decomposition (A=LU).

S~ UNSLVE uses the procedure, UNSSOL (LS-164) followed by iterative improvement.
After each solution, the residuals S=B-AX are calculated and Ade=S is solved,
overwriting d on S. The refinement is continued as long as the maximum
correction at any stage is lesa than half that at the previous stage, until
the maximum correction is less than 2%EPS times the maximumhaba(xij).

The procedure will exit to a user specified label if iteration fails to
improve the solution.

This procedure is based on the procedure UNSYMACCSOLVE described in Handbook
of Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-
Verlag (1971), where a description of the method can be found.

Implemented versions are:
1) UNSLVE (N,R,AA,Al,P,BB,EPS,XX,S,L,ILL)
where
N BIN FIXED(31) is the order, n, of the matrix A.
R BIN FIXED(31) is the number, r, of right-hand sides.
AA {*,%)BIN FLOAT(21l) contains, in its Tirst N rows and N

columns, the elemenis of matrix A. LBOUND(AA,2)
should equal LBOUND(AA,1l).
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BB

EPS

L

ILL

(%,*)BIN

(*)BIN

(%,%)BIN

BIN

(*,*)BIN

(*,*)BIN

BIN

Document No. LS-169-0

FLOAT (21) containa, in its first N rows and N columns,
the UNSDET decomposition. LBOUND of all dimensions of
Al should equal corresponding LBOUND of dimensiona of AA.

FIXED(31) contains, in its first N elements, a set of
integers describing the interchanges as produced by
UNSDET. LBOUND(P,l) should equal LBOUND(AA,1).

FLOAT(21) contains, in its first N rows and R columns,
the matrix of right-hand sides, B. LBOUND(BB,1) should
equal LBOUND(AA,1l).

FLOAT(21) should be .953674E-6.

FLOAT(21) on return, will contain, in its firat N rows
and R columns, the solutions to the R systems of equations.
LBOUND(XX,1) should equal LBOUND(AA,Ll).

FLOAT (21) on return, will contain, in its first N rows
and R columns, the R residual vectors. LBOUND of all
dimensions of S should equal corresponding LBOUND of
dimensions of BB.

FIXED(31l) will contain the number of iterations taken.

LABEL a ugser specified label to which UNSLVE will

transfer if iteration fails to improve the solution.

2) DUNSLVE (N,R,AA,Al,P,BB,EPS,XX,S,L,ILL)
where parameters have the same meaning as with UNSLVE except for:

AA

Al

BB

EPS

(*,*)BIN
(*,*)BIN
(*,*)BIN

BIN
(*,*)BIN

(*,*)BIN

FLOAT (53)
FLOAT(53)
FLOAT (53)
FLOAT(53) should be .222044604%25031E-15.
FLOAT (53)

FLOAT (53)
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June 13, 1973 Library Services Series
Document No. LS-170-0

FROM: NCSU Programming Services
SUBJECT: SYMION, Computes the Inverse of a Positive Definite Symmetric Matrix
SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/L subprocedure which, given a real positive definite symmetric
matrix, calculates the inverse.

. The upper triangle is not disturbed and is available for use in iterative
improvement.

The procedure will fail if the matrix, or the matrix modified by computational
N rounding errors, is not positive definite.

This procedure is based on the procedure SYMINVERSION described in Handbook

of Automatic Computation, Vol 2, Linear Algebra; Wilkinson, Reinch; Springer-
Verlag (1971}, where a description of the method can be found.

Implemented versions are:

1) SYMION (N,AA,FAIL)
where
N BIN FIXED(31) is the order of the matrix to be inverted.

AA (*,*)BIN FLOAT(21) is the working matrix containing the
elements of the matrix to be inverted stored in the
first N rows and N columns of the upper triangle; on
return, the elements of the inverse will be found in
the lower triangle beginning at row 1 + LBOUND(AA,l).
Note this requires that AA be dimensioned with a
number of rows at least equal to N+1.

FAIL LABEL is the label teo which the routine is to
transfer when the matrix is not positive definite.

P.O. BOX 12076 — RESEARCH TRIANGLE PARK, NORTH CAROLINA 27709
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2) DSYMION (N,AA,FAIL)
where parameters have the same megning as with SYMION except for:
AA {*,%*}BIN FLOAT(53)

Note: For convenience in referring to the result stored in AA, the user may
wish to make use of iSUB defining. If that is the case, the iSUB algorithm
is illustrated by the following:

DCL AA(6,5),RESULT(5,5) DEF AA(1SUB+1,25UB);
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June 13, 1973 : Library Services Series
Document No. L8-171-0

FROM: NCSU Programming Services

SUBJECT: CXALVE, for Solving Systems of Equations with a Complex Matrix
of Coefficients

SUFPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which solves the systems of equation defined
by AX=B where A is a complex matrix of order n; and B is a n x r complex
matrix of r right-hand sides.

CXALVE must be preceded by COMDET(LS-195) or an equivalent routine which
performs the decompositon (A=LU).

CXALVE uses the procedura, COMSOL(LS-174), followed by iterative improvement.
After each refinement, the residuals S=B-AX are calculated and Ad=§ solved,
overwriting d on S. The refinement is continued as long as the maximum
correction at any stage is less than half that at the previous stage, until
the maximum correction is less than 2*EPS times the maximum abs (Xij)'

The procedure will exit to a user specified label if iteration fails to
improve the solution.

This procedure is based on the procedure CXACCSOLVE described in Handbook
of Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-
Verlag (1971), where a description of the method can be found.
Implemented versions are:
1) CXALVE (N,R,Al,AA,P,BB,EPS,XX,S,L,ILL)
where
N BIN FIXED(31) is the order, n, of the matrix A.

R BIN FIXED(31) 1is the number, r, of right-hand sides.

S
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Al (*,*)BIN

AA  (%,*)BIN

P (*)BIN

BB (*,*)BIN

EPS BIN

XX (*,*)BIN

S (*,*)BIN

L BIN

Document No. LS§-171-0

FLOAT{21) COMPLEX contains in its first N rows and N
columns the matrix A. LBOUND(Al,2) should equal
LEOUND(AL,1).

FLOAT(21) COMPLEX contains, in itgs first N rows and N

‘columns, the COMDET decomposition of A. LBOUND of all

dimensions of AA should equal corresponding LBOUND of
dimensions of Al.

FIXED(31) contains as first N elements, the vectar
output by COMDET which designates the row interchanges.
LBOUND(P,1) should equal LBOUND(AL,l).

FLOAT (21) COMPLEX contains in its first N rows and
R columns, the matrix of right-hand sides, B. LBOUND
(BB,1) should equal LBOUND(Al,l). LBOUND(BB, 2)
ghould equal LBOUND(XX,2).

FLOAT (21) should be .953674E-6.

FLOAT(21) COMPLEX on return, will contaim, in its
first N rows and R columns, the solutions to the.

R systems of equations. LBOUND(XX,1) should equal
LBOUND(AA,1).

FLOAT (21) on return, will contain, in its first N
rows and R columns, the R residual vectors. LBOUND
of all dimensions of S should equal corresponding
LBOUND of dimensions of BB.

F1XED(31) will contain the number of iterations taken.

ILL LABEL a user specified label to which CXALVE
- will transfer if iteratiom fails to improve the solution.

2) DCXALVE (N,R,Al,AA,P,BB,EPS XX,B1,L,ILL)
where parameters have the same meaning as with CXALVE except for:

Al (*,*)BIN
AA (*,*fBIN
BB (*,*)BIN
EPS BIN

s (*,*)BIN

FLOAT(53) COMPLEX
FLOAT (53) COMPLEX
FLOAT (53) COMPLEX
FLOAT(53) should be .222044604925031E-15

FLOAT (53)
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April 24, 1973 Library Services Series
Document No. L§-173-0

FROM: NCSU Programming Services

SUBJECT: CHOSOL, for Solving Systems of Equations with a Positive-
Definite Symmetric Band Matrix of Coefficients

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which solves the systems of equations defined by
AX=B for X, where A is a positive-definite symmetric band matrix, of order n,
with m bands on either side of the diagonal and B is an n x r matrix of r
right-hand sides. The matrix A must be previously decomposed into A=LL' by
CHODET (LS-198) or an equivalent procedure.

R
Only the lower triangle and the reciprocals of the diagonal elements of L are
supplied, with elements stored in the array LL as illustrated (for n=4, m=2)
by
first (mt+l)st
column column
first row > 0 L11
0 La L2z
L3 L3z L33
nth row ~ L42 L43 L44
Note that the reciprocals of the diagonal elements are in the (m+l)st columm.
This is the storage mode returned by CHODET.
AX=B is solved in two steps, Ly=B and L'¥=y. The matrix B is retained in order
to facilitate the refinement of X. X and B can be the same array in the call
of the procedure, however, then B will not be retained.
S
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This procedure is based on the procedure CHOBANDSOL described in Handbook of
Automatic Computatiom, Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-
Verlag (1971), where a description of the method can be found.

Implemented versions are:

1) CHOSOL (N,M,R,LL,BB,XX)

where i
N BIN FIXED{31) the order {(n) of the matrix A.
M BIN FIXED(31) the number (m) of subdiagonal bands.
R BIN FIXED(31) the number (r) of right-hand sides.
LL (*,*)BIN FLOAT(21) contains in its first N rows and (M+1)
columns the result of the CHODET decomposition.
BB (*,*)BIN FLOAT(21) contains in its first N rows and R columns

the matrix of right-hand sides, B. LBOUND(BB,1)
: should equal LBOUND(LL,1).

X (*,*)BIN FLOAT(21) on return, will contain in itas firet N
rows and R columns the matrix of solutions. LBOUND
of each dimension of XX should equal LBOUND of the
corresponding dimension of BB.

2) DCHOSOL (N,M,R,LL,BB,XX)
where parameters have the same meaning as with CHOSOQL except for:

LL (*,%)BIN FLOAT(53)
BB (*,*)BIN FLOAT(53)
XX (*,*)BIN FLOAT(53)

2 of 2
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(. MEMORANDUM

May 4, 1973 Library Services Series
Document No. LS-174-0

FROM: NCSU Programming Services

SUBJECT: COMSOL, for Solving Systems of Linear Equations with a
Complex Matrix of Coefficients

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming

This is a PL/ E-subpmsednre which solvesg the systems of equations defined
by AX=B whafe'A is a ﬁé X matrix of order n; and Bis anxr complex
matrix of,,,_gg?*right—han ea. ‘ .

248, A
COMSOL must “be prece. d~ E:OMDET (LS-195) or any equivalent routine which

=LU) of the coefficient matrix.

The
X %texchange the elements of B, Ly=B, and
'_ retume.d in matrix B.

AX=B is solw{gd r
UX=y. The sphlgf

[c

e
=

w‘g‘.-'fji

; 59&..%»3 ATER
NSTh Faro!.na BIN FIXED(31) conﬁ;ﬁwﬁ%

Chcﬁpe Hill
BIN FIXED(3l) contains the n
sides.

AA  (%,%)BIN FLOAT(21) COMPLEX should gontakm; in ita’f¥tft N
rows and N columns, the result of th} CO\IDET com-
position. Do !

TRIANGLE UNIVERSITIES COMPUTATION CENTER
RESEARCH TRIANGLE PARK, NORTH CAROLINA
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INT (*)BIN FIXED{(31) «contains a record of interchanges
produced by COMDET. LBOUND(INT,1) should equal
LBOUND (AA,1).

BB (*,*)BIN FLOAT(21) COMPLEX contains in its first N rows
and R columns the matrix of right-hand sides.
LBOUND(BBE,1} should equal LBOUND(AA,l).

2) DCOMSOL (N,R,AA,INT,BB)
where parameters have the same meaning as with COMSOL except for:

AA (*,*)BIN FLOAT(53) COMPLEX
BB (*,*)BIN FLOAT(53) COMPLEX
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July 2, 1973 Library Services Series
Document No. LS-179-0
FROM: - NCSU Programming Services

SUBJECT: LEAION, for Obtaining the Linear Least Squares Solution
of Systems of Linear Equations.

SUPPCRT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which finds the solutions of AX=B, p over-
determined systems of m equations in n unknowns (men). The least squares
solution is found.

Householder orthogonal transformations are used and performed by procedure

S’ DECOSE (LS-197). Iterative improvement of the results is performed. If
the norm of the first correction is not significantly smaller than (.0625 of)
the norm of the initial solution, the procedure will fail. The procedure will
also fail if the rank (A)<n.

The procedure is based on the procedure LEAST SQUARES SOLUTION described in
Handbook of Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinch;
Springer~Verlag (1971), where a description of the method can be found.

Implemented versions are:

1) LEAION (AA,XX,BB,M,N,P,ETA,SINGULAR)
where
AA (*,*)BIN FLOAT(21) contains in its firet m rows
and n columns, the given matrix (A) of an
overdetermined system of m linear equations.
in n unknowns. AA 1is undistrubed.

X (*,*)BIN FLOAT(21) on return, contains in its
first n rows and p columne, the least squares
solution (X). LBOUND(XX,1) should equal
LBOUND (AA,2).
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BB (*,*)BIN FLOAT(21) contains in its m rows and p
columns, the p right-hand sides (B) stored
as columns. BB is undisturbed. LBOUND(BB,1)
should equal LBOUND(AA,1). LBOUND(BB,2)
should equal LBOUND(XX,2).

M BIN FIXED(31) is the number of equations (m)
in the system (rows in A).

N BIN FIXED(31) is the number of unknowns (n)
in the system (columns in A).

P BIN FIXED(31) is the number of systems of
equations (p) (columns in the arrays X and
B).

ETA BIN FLOAT(21) should be ,9536743E-6.

SINGULAR LABEL is a label in the user program

tc which LEAION will tranafer if the pro-
cedure fails,

2) DLEAION (AA,XX,BB,M,N,P,ETA,SINGULAR);
where parameters have the same meaning as with LEAION except for:

AA © (*,*)BIN FLOAT({53)
XX {(* ,%*)BIN FLOAT{(53)
BB (*,*)BIN FLOAT(53)
ETA BIN FLOAT {53} should be .222044604925031E-15.
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July 2, 1973 Library Services Series
Document No. LS-183-0

FROM: NCSU Programming Services

SUBJECT: UNSRAY, for Computing Eigenvectors of a Nonsymmetric Band
Matrix, by Iteration

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which, given the band matrix, A, will compute the
right and left handed eigenvectors, using inverse iteration and partial pivoting.

The nonsymmetric band matrix, A, is of the order n with ml subdiagonal and m2
superdiagonal bands. The elements of A are stored as n x (ml4m2+1) array. The

~— scheme of storage is illustrated by the case; ml=2, m2=l, n=4;
first | (ml+m2+1)th
column column
first row> 0 0 a1 a,
0 81 92 223
231 %32 %33 234
nth row+ 8,9 2,4 8,4 0

Note that the zeros shown are required and that the diagonal elements occupy
column (ml+l) in the array.

The procedure will fail if A-lambda*I is singular, or becomes so due to com-
putational rounding errors.

The procedure is based on the procedure UNSRAY described in Handbook of
Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-
Verlag (1971), where a description of the method can be found.
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Implemented versions are:

Document No. LS-183-0

1) UNSRAY (N,M1,M2,R,MACHEPS,AA,LA,LAMBDAl,L,C,ZR,ZL,FAIL)

where
’ N

(ML,M2)

R

MACHEPS
AA

LAMBDAL

ZR

ZL

FAIL

BIN

BIN

BIN

BIN
(*,*)BIN

BIN

(*)BIN

(*)BIN

(*)BIN

(*,*)BIN

(*,*)BIN

FIXED(31) gives the order, n,; of the
band matrix A.

FIXED(3l)' contains the number of sub-
diagonal bands (ml) and superdiagonal
bands (m2) as described above.

FIXED(31) gives the number, r, of given
eigenvalues in LAMBDAl, below.

FLOAT(21) should be .953674E-6.

FLOAT(21) on call, contains in its first
N rows and Mi+M2+l columns, the elements of
the band matrix A, stored as illustrated

above. LBOUND(AA,2) should equal LBOUND(AA,l).

FIXED(31) contains the limit of the number
of iterations to be. permitted in the computa-
tion of each eigenvector.

FLOAT(21) contains in its first R elements,
the given approximate eigenvalues of A.
LBOUND (LAMBDA,1) should equal LBOUND(ZR,2).

FIXED(15) on return, the first R elements
are such that the ith =slement of L represents
the number of iterations that the ith right-
hand eigenvector's computation required.
LBOUND(L,1) should equai LBOUND(ZR,2).

FIXED(15) on return, the first R elements
are such that the ith element of C represents
the number of iterations that the ith left-
hand eigenvector's computation required.
LBOUND(C,1) should equal LBOUND(ZR,2).

FLOAT(21) on return, contains in its first
N rows and R columns, the R right-hand eigen-
vectors of A. LBOUND(ZR,1l) should equal
LBOUND (AA,1).

FLOAT(21) on return, contains in its first
N rows end R columns, the R left-hand eigen-
vectores of A. LBOUND of all dimensions of .
ZL should equal LBOUND of the corresponding
dimensions of ZR.

LABEL is & user specified label to

which UNSRAY will transfer 4f the procedure
fails.

L
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2) DUNSRAY (N,M1,M2,R,MACHEPS,AA,LAMBDAl,L,C,ZR,ZL,FAIL)
where parameters have the same meaning as with UNSRAY except for:

AA “(*,*)BIN FLOAT(53)
LAMBDAl - (*)BIN FLOAT(53)
MACHEPS BIN FLOAT(53) should be .222044604924031E~15.,
ZR (*,*)BIN FLOAT(53)
ZL - (*,*)BIN FLOAT(53)

Note: For convenlence in referring to elements of the "compressed'" band
matrix used by this procedure, the user might wish to use iSUB defining. In
this case, the iSUB algorithm can be illustrated, for the above example, by:

DCL AA(4,-2:1),
BANDM (4,4) DEF AA(1SUB,2SUB-1SUB);

Jof 3
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January 17, 1973 Library Services Series
Document No. LS-189-0

FROM: NCSU Programming Services

SUBJECT: ORTHOl, for Computing the Inverse of a Matrix

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which computes the inverse of a matrix, A, of order
n, using iterative improvement of the initial inverse.

This procedure is based on the procedure ORTHOl described in Handbook of Auto-
matic Computatidm, Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-Verlag

(1971), where @ full deacription of the method can be found. The method is
egsgentially a modified Schmidt orthogonalization process.

~ " Implemented versiomns are:

1) ORTHOL (AA,N, EP§ INV, STOP)

where
AA f* *)BIN FLOAT(21) contains, in its first N rows and N columns,
& the matrix, A, to be inverted and is unchanged by the
égﬁ Process.

5¢ gN if? BIN FIXED(31) contains the order, n, of the matrix,.
o g BIN FLOAT(21) 1is the maximal desired relative rounding
§ “ - error and should not be less than .953674E=-6.

g é? L (* *)BIN FLOAT(21) will contain the inverse computed by the

subprocedure. LBOUND of each dimension shéuld be the

same as for the corresponding dimension of Ak:
:‘STQ&Th;“,_. LABEL is a label in the user program to which the
T procedure will transfer if iteration is ineffective.
INV will contain arbitrarily gpproximate values.

2) DORTHOl (AA,N,EPS,INV,STOP)
where parameters have the same meaning as with ORTHOl except fom:

AA {*,*)BIN FLOAT(53) R
EPS BIN FLOAT(53) should not be less than .22204{;@9_@9?50313-15
INV (*,*)BIN FLOAT(53)

TRIANGLE UNIVERSITIES COMPUTATION CENTER
RESEARCH TRIANGLE PARK, NORTH CAROLINA
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January 17, 1973 Library Services Series
Document No. LS-190-0

FROM: NCSU Programming Services

SUBJECT: SYMDET, for Decomposition of a Real Positive Definite
Symmetric Matrix

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

A PL/I subprocedure which, given a real symmetric positive definite matrix, A,
of order n, derermines the decomposition A=LDL'; where L is a unit lower tri-
angular matrix {diagonal=1,1,1,...,1), L' is the transpose of L and D is a
diagenal matrix. Only the upper triangular portion of A is used and is retained
so that the sglution can be subsequently improved by iteration.

L is computed and stored in the subdiagonal part of A. The reciprecals of the
elements of D are computed and stored in the vector P.

The routine also cemputes two numbers D1 and D2 from which the determinant can
be computed: det A=D1*2%*D2 (1/16<|D1]<1).

The precedure uﬁll fail 1if A, or A modified by computational rounding errors, is
not positive definite

jThdﬂ ptgceﬁhre 18 based on the procedure SYMDET described in Handbook of Auto-
‘matic ifémputd Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-<Verlag

1974} where a description of the method can be found.

s Y

Implemeqta¢ versiona are:
Ciosemesd VK

1) sm«tnm (N, AA P,D1,D2,FAIL)

where

N BIN FIXED(31) contains the order, n, of the magrix A.

AA {*,*)BIN FLOAT(21) contains the matrix to be decomposed in
the first N rows and columns of its upper triangle and
on return, will have the elements of L in the subdiagonal
part.

P {*)BIN FLOAT(21) will contain, as its first N elements, the
reciprocals of the elements of D. LBOUND(P,l) should equal
LBOUND(AA,1).

TRIANGLE UNIVERSITIES COMPUTATION CENTER
RESEARCH TRIANGLE PARK, NORTH CAROLINA
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Dl BIN FLOAT(21) as described above.
D2 BIN FIXED(3l) as described sbove.
FAIL LABEL 1s the label to which SYMDET will tran5fer

when A is not positive definite.

2) DSYMDET (N,AA,P,D1,D2,FAIL)
where parameters have the same meaning as with SYMDET except for:

AA (*,*)BIN FLOAT(53)
P (*)BIN FLOAT(53) i

D1 BIN FLOAT(53)

W L
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January 17, 1973 Library Services Series
Docyment No. LS§-191-0

FROM: NCSU Pruogramming Services

SUBJECT: GJDEFl, for In-Place Inversicr ot a Positive Definite Symmetric
Matrix

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Poogisomlng Servicses

A PL/I subprocedure which, piven 4 symwnetri. positive definite mactrix, A, of
order n, will perform the in-plaie inversicn using the Gauss-Jordan algorithm.
Values need be given culy io the lawer tciangle, including the diagemal. The
computed inverse will replace these lower trispgle elements. The upper triangle
is not disturbed ncr used by the procedure

If che matrix, o: the matrix medified by computational rounding errors, is not
positive definite, the pracedu,e wil?) Fzil.

This provedura 1s based on the proseduce GIDEFL described in Handbook of Auto-
matic Computatiom, Vol. 2, Linea: Alpebva; Wilkinson, Relnch; Springer-Verlag

(1971), where a@ﬁéucertLun cf the methed ~sep be found.

Implemenred wersxons are:

1y GJDE§§ mm mm
‘ e

"N o BIN FIXED(31) contains the order, n, of matrix A.
AA (* *)BIN FLOAT(21) contains, in the first N rows and N columms
s of its lower triamgle, the matrix, A, to be inverted,
. as described szbove. On return, the lower triangle
bt fal contains the computed inverse.
FAIL ' LABEL is the label in the user program to which
GJDEF] should transfer if inversicn fails.

TRIANGLE UNIVERSITIES COMPUTATION CENTER
 RESEARCH TRIANGLE PARK, NORTH CAROLINA
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January 17, 1973 Library Services Series
- Document No. L5-192-0

FROM: NCSU Programming Services

SUBJECT: CHOETl, for Cholesky Decomposition of a Positive Definite ;
Symmerric Matrix

SUPPORT TY¥PE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Servirces

A PL/I subprocedure which, given a positive definite symmetric matrix, A, of
order n, determines the Cholesky decomposition A=LL'. Only the upper triangle
of A is used, amd is retained through the process s> it may be later used for
iterative impvovement. L, except fov its diagonal, is computed and stored in
the lower triangle or A, The reciprocals of the diagonal elements of L are
stored in a vectnr P.

The routine also computes tﬁo numbers D1 and D2 from which the determinant can
be computed: det AD1*2%*D2 (1/16:iD1}:1),

The procedure;wﬁ!ﬂ fail if A, or A modified by computational rounding errors,
is not positivus definite.
A £
ffe is based ou the procedure CHOLDET1 described in Handbook of
- mputﬁ&&on,AVol. 2, Linear Algebra; Wilkinson, Reinch; Springer-
71ky"wWhere a description of the methed can be found.

> Y

siots are:

1y %gs&;rfik.ﬂ,?,m ,D2,FAIL) i

L& .. Li

B S BIN FIXED(31) contains the order, m, of the matrix A.

AA (*,*)BIN FLOAT(21) contains the matrix A im its first N rows
and N columns. Only the upper triangle alements need
be correct. : Tivpny v

P (*)BIN FLOAT(21) 1is a vector to contain, as its first N
elements, the reciprocals of the diagomal e%gmégts of
L. LBOUND(P,1) should be the same as LBGUND{AX,1).

TRIANGLE UNIVERSITIES COMPUTATION CENTER
RESEARCM TRIANGIE DARK NORTH CAROLINA
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D1 BIN FLOAT(21) ag described above
D2 BIN FIXED(31) as described above
FAIL LABEL is the label to which CHOET] will transfer

when A 1is not positive definite.

2) DCHOET1 (N,AA,P,D1,D2,FAIL)
where parameters have the same meaning as with CHOET1 except for:
AA (*,*)BIN FLOAT(53)
P (*)BIN FLOAT(53) #
D1 BIN FLOAT(53)

2 of 2
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‘“ MEMORANDUM

N

February 7, 1973 Library Services Series
Document No. L5-196-0

FROM: NCSU Programming Services

SUBJECT: UNSDET, for Crout Factorization and Determinant of
a Real Matrix

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

A PL/I subprocedure which gives the Crout factorization of a real square matrix,
A, and produces thﬁ dathminant of A as a by-product. A, of order n, is decom-
posed into the prq&.u:t Lo whnrn L 18 a lower triangular matrix and U is a unit
upper triangular Hatrix (dd Hl‘el' ++31). L is overwritten on the lower
triangle and d{agonal el _ ”g U 1s"overwritten on the upper triangle of
A, omitting the'constant £

~ R :
A record of any 'i_nte;?ges hh to the rows of A is kept in the vector INT,
such that the I-th r wrand th@s‘- )-th row were interchanged st the i-th step.

Two numbery D1 :.'Eed wﬁfh can be used to determine the value of
the determinant: s £

p ‘utational rounding errors,

t singular. o o

B

'I'h:l.s prqggd);gﬂ- dSP Jbased on Yﬁmrocadure UNSYMDET iegc ed :I.n Randbook bf JAuto—

matic C +.¥91 2, Linear A.li&eﬁra, H;lk:l.nson, e:l.n Syringer-‘!erh&
here 4, gac-iption of the mwethod can Wésf

Implemented versions are: . “ﬁ ;'2)
: ey R
1) UNSDET(N,EPS,AA,CT1,D2,INT,FAIL) o e g SER
wheyxe

N BIN FIXED(31) gives the order (n) of tﬁ?w,
EPS . BIN FLOAT(21) should be ,9536743E-6
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AA - (*,*)BIN FLOAT(2l) on call, contains the matrix to be
factored in its first N rows and N columns; on
return, contalns the L and U matrices, as described

above.
Dl BIN FLOAT(21) described above
D2 BIN FIXED(31l} described above
INT (*)BIN FIXED(15) contains a record of interchanges, as

mentioned above, in its first N elements. LBOUND
(INT,1) should equal LBOUND(AA,1l).

FAIL LABEL a label 1in the user program to which the
procedure will transfer, if the process fails.

2) DUNSDET(M,EPS,AA,D1,DZ,INT,FAIL)
where parameters have the same meaning as with UNSDET except for:

EPS BIN FLOAT(53)
AA (*,*)BIN FLOAT(53)
bl BIN FLOAT(53)

2 of 2
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¢« MEMORANDUM

» DE@E:;:@’%FQ hpsmamay o

February 8, 1973 Library Services Series
Decument No. LS-197-0

FROM: NCSU Programming Services

SUBJECT: DECOSE, for Reducing a Rectangular Matrix to Upper Right Triangular
Form

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

A PL/I subprocedure which, given the real matrix Q@ (m x n,m>=n), reduces it to
upper right triangular form by means of n elementary orthogonal transformations
(I-beta*U*U'). The diagonal elements of the reduced matrix are stored in the
vector A; the off<«liagonal elements in the upper right triangular part of Q.
The compenents G!‘the vecgore. U are stored on and below the leading diagonal of
Q. (By definition, the f¥¥st k-1 elaments of the kth U are zero. These zeros
are omitted in the storagéy).

Pivoting is done by chedsing at each step the column with the largest sum of
squares to be reduced.next. Thesw interchanges are recorded in the vector P.

n?

If at any stagas, fHie sum of squares Strthe column to be reduced i1s exactly equal
to zero, then t{]‘procedﬁre exita to a uger specified label.

E o A " - k. w13 .
e ok L R S )
‘& S <ol N s ‘Zg:,

Implemqgtedlvemﬂions fé:‘” : ) R

AR e
BIN FIXED(31) is the number of rews (ﬁ) in _array Q
N BIN FIXED(31) is the number of columns (n& &n qr:ay Q

QQ (", *)BIN FLOAT(21) contains, in its first M rows and .N columns,
Q, the array to be reduced, on return, It,wsll contain
elements of the reduced matrix and trandformation vectors
as described above.

TRIANGLE UNIVERSITIES COMPUTATION CENTER
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A (*)BIN FLOAT(21) will contain the diagonal elements of the
reduced matrix in its first N elements, as described
above, LBOUND(A,l) should be equal ta LBOUND(QQ,2).

P (*)BIN FIXED(1l5) will contain the record of interchanges, in
its first N elements, as mentioned above. LBOUND(P,1l)
should be equal to LBOUND(QQ,2).

SINGULAR LABEL the label te which the routine is to transfer
if the process fails as described above.

2) DDECOSE(M,N,QQ,A,P,SINGULAR)
where parameters have the same meaning as with DECOSE except for:
QQ (*,*)BIN FLOAT(53)

A (*)BIN FLOAT(53)

2 of 2
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‘“« MEMORANDUM

Library Services Series
February 21, 1973 _ Document No, LS-198-0

FROM: NCSU Programming Services i
SUBJECT: CHODET, for Decomposition of a Positive Definite Symmetric Band Matrix
SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

A PL/I subprecedure which, given a positive definite symmetric band matrix A,
of order n, with m bands on either side of the diagonal, computes the Cholesky
decomposition A=LL'.

Only the lower triangle and diagonal of A are supplied, with elements stored in
the array AA as illustrated, for n=4, m=2, by:

first (m+l)st
column column
first row -~ ‘ 0 0 a,
0 821 352
831 232 233
nth cow - i a5 aa3 aM

Ncte that the zercs shown are required and that the diagonal is in the (mtl)st
column.

The banded lower triangle result is stored in the same fashion in array L.
However,. the:reciprocals of the diagonal elements are stored rather than the;
diagonals .themselves. A is retained so the solutien can be eubsequently :
improved through iteration, Kowever, AA and L can be the-same array on call,
in which case A will be destroyed.

TRIANGLE UNIVERSITIES COMPUTATION CENTER
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The precedure computes two numbers, D1 and D2, which can be used to determine
the determinant: det A=D1*2%*D2. (1/16 <{Dl|<1).

The procedure will fail {f A, or A modified by computational rounding errors,
is not positive definite.

This precedure is based on the precedure CHOBANDDET described in Handbook 6f
Automatic Computation, Vol, 2, Linear Algebra; Wilkinson, Reinch; Springer-Verlag
(1971}, where a description of the method can be found.

Implemented versions are:

1) CHODET (N,M,AA,L,D1,D2,FAIL)

where

N BIN FIXED {31) the order (n) of the matrix A

M BIN FIXED (31) the numkter (m) of subdiagonal bands

AA (*,*)BIN FLOAT(21) contains the matrix A, stored im the
manner described above, in its first
N rows and M+l columns.

L (*,*)BIN FLOAT(21) will contain the result of the decomposition
as described abeve., LBOUND of each .-
dimension of L should equal LBOUND
of the corresponding dimension of AA,

Dl BIN FLOAT(21) a8 described above.

D2 BIN FIXED(31) as described above.

FAIL LABEL is a label in the user program to which
CHODET will transfer if the procedure
fails.

2) DCHODET (N,M,AA,L,D1,D2,FAIL)
whare parameters have the same meaning as with CHODET except for:

AA (*,*)BIN FLOAT(53)
L (*,*)BIN FLOAT(53)
D1 BIN FLOAT{(53)

Note: For conveniance in referring to elements of the "compressed" band
matrices used by this procedure, the user might wish to use iSUB defining.
In this case, the iSUB algorithm can be illustrated, for the above example

by:
DCL AA(4,-2:0), L(4,-2:0) FLOAT;

A(4,4) DEF AA(1SUB,2SUB-1SUB):
RESULT(4,4) DEF L(1SUB,2SUB-1SUB);

2 of 2
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- Y% MEMORANDUM

March 14, 1973 Library Services Series
Document No. LS-169-0

FROM: NCSU Programming Services
SUBJECT: BANET], for Factorization of a Real Band Matrix

SUPPORT TYPE: A

DIRECT INQUIRIES Tu: Campus/NCECS Programming Services

This is a PL/I subprocedure, which given the band matrix, A, and a number,
lambda, factors the matrix (A-lambda*I) into the product of a lower-
triangular matrix and an upper-triangular matrix, where I is the identity
matrix. The method is a modified Crout decomposition with partial pivoting.
{See the text treferenced below.)

N The band matrix, A, is of order n with ml subdiagonal bands and m2
superdiagonal bands. The elements of A are stored as an n by (ml4m2+1)
array, in the array AA The scheme of storage is illustrated by the case
ml=2, m2=], n=4:

first (ml+m2+1) th

- & column column
firiﬁm‘ik;‘?w - 0 0 a4 N a;,
#Jf“ et ‘6 wa 321 322 323
¥ M* e
CRe T 31 %32 833 %34
e ','.'d{}-"\
nth ro‘g N P_w‘.‘ a9 a,q LIV 0

Ca oe Vi

Note that the zeros shown are required and that the diagonal elements
occupy column ml+l in the array.

S
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The banded upper tiiangle of the result will be left in AA in the same storage
fashiomr (from the fwml)th column to the right). The banded lower triangle
resulta are laft, stored in the same fashion, in the first n rows and ml+l
columns of the array M (the diagonal is in the (ml)th column).

The procedure alse computes two numbers, D1 and D2, which can be used to
determine the deteriminant of (A-lambda*I): det A=D1#2%%[? (l/lﬁile|<l).

A user supplied parameter F is used to select the course of action when a
zerv pilvot arises, When £=1, a zero pivot is replaced by approximately

MACHEPS * jjA}Em. When E=@), and a zero pivot is encountered (implying that

(A-lambda*1} is remputationally singular), the rrocedure fails.

The procedure is piswed nn rhe procedure BANDETL described in Handbook of
Avtomatic Compu 2o fon, Ved o 0 ) fgzar Algohie s Wil ingon, Reipehg Springer-
Verlag (19731}, whore o desuripracn ol the wethod can be feund

Implemented o ciogs ra;

1) BANETY(W,H1,M2,E, LAULDA \ MACHERS \AA, DL, 02, M, INT, FALL)

where .
M BIN FIXED(31) 18 the order, 1. of the matrix A.
(M1, YIN FIXEDR/31) are the number of subdiagonal bands (ml)}
and superdiagonal bands (m2), as described above.
E RIN FIXED(31) as described above.
LAMBDA RIN FLOAT(21) lambda, as described above.

MACHEFS BIN FLOAT(21) should be .953674E-6.

AA (*,*)BIN FLOAT(21) on call, contains, in its first N rows
and MI1+M2+l columns, the elements of the band matrix
A, as described above; on return, contains the
resultant upper triangle, stored as described above.

D1 BIN FLOAT(21) as described above.
D2 BIN FIXED(31) as described above.
M (*,*)BIN FLOAT(21) on return, will contain, in its first N

rows and Ml columns, the elements of the resultant
‘lower triangle, as described above. LBOUND(M,1) should
equal LBOUND(AA,L1).
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INT (*)BIN FIXED{(15)} is a vector of at least N elements in
which details of the pivoting interchanges will be
stored. LBOUND(INT,1l) should equal LBOUND{AA,1l).

FAIL LABEL is a label in the user program te which
the procedure will transfer if the process fails,
as described above.

2) DBANET1(N,M1,M2,E,LAMBDA,MACHEFS,AA,D1,D2,M,INT,FAIL)
where parameters have the same meaning as with BANET1 except for:

Note:

LAMBDA BIN FLOAT(53)

MACHEPS BIN FLOAT(53) should be .222044604925021E-15

AA (*,%5 BIN FLOAT(53)

Dl BIN FLOAT(53) ;
M (* ,%)BIN FLUAT(53)

For convenience in referring to elements of the "compressed" band

matrices used by this procedure, the user might wish to use iSUB defining.
In this case, the iSUB algorithm can be illustrated, for the above example,

by:

- DCL AA(4,-2:1), M(4,2) FLOAT,

BANDM(4,4) DEF AA(1SUB,2SUB-1SUB),
LOWTRI(4,4) FLOAT DEF M(1SUB,2SUB-1SUB),
UPTRI (4,4 DEF AA(1SUB,2SUB~1SUB);
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‘¢« MEMORANDUM

Librury Services Series

February 21, 1973 Poacument No. L$§-200-0
FROM: NCSU Programming Services
SUBJECT: CHOONi, for Computing the Inverse cf a Raul Pesivive Definito

Symmetric Matrix by Cholesky lecumposition
SUPPORT TYPE: A

DIRECT INQUIRIES TQ: Campus/NCECS Programming Services

A PL/I subprocedure which, given a real positive definire gymmerri~ matrix,
calculates the inverse by Chelesky decomposition.

The upper triangle. is not disturbed and 1s available for use in iterative
improvement.

The procedure will tail if the matrix, or the metrix modified by computational
rounding errors, is not positive definite.

This procedure is based on the procedure CHOLINVERSIONl described in Handbcok
of Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-
Verlag (1971), whare a description of the merhod canm be found.

Implemented vergeions are:

1) CHOONi(N,AA,FAIL)
where
7 R BIN FIXED(31l) gives the order of the matrix to be
' inverted. o

AA (*,*)BIN FLOAT(21) 1s the workimg matrix cemtaining tHe
elements of the matgix to be inverted
stored in the first N rows and N columns
of the upper tri&nl}a, ou return, the
elements of the invﬂrse ﬁill be found in
in the lower triangle beginning ar rew 1
+ LBOUND(AA,1). Note this reqtii¥ei that
AA be dimensioned with a number of fbws
at least equal to N + 1. -wﬁﬁﬁ

FAIL LABEL i{s the label to which the routine is to

trangfer when the matrix is not positive
definite.

TRIANGLE UNIVERSITIES COMPUTATION CENTER
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2) DCHOONL1 (N,AA,FAIL)
where parameters have the same meaning as with CHOON1 except for:

AA (*,*)BIN FLOAT(53)

Note: For convenience in referring to the result stored in AA, the user may wish
to make use of iSUB defining. If that is the case, the iSUB algerithm is
illustrated by the following:

DCL AA(6,5), RESULT(5,5) DEF AA(1SUB + 1, 2SUB);

2 of 2
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‘¢« MEMORANDUM

March 9, 1973 Library Services Series
Document No. LS5-202-0

FROM: NCSU Programming Services

SUBJECT: CHOCN2, for Computing the Inverase of a Real Positive Definite
Symmetric Matrix by Cholesky Decomposition

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This 1s a PL/I subprocedure which, given a real positive definite symmetric
matrix, A, ca1Cula&an the inverse by Cholesky decompositiom.

Only the lowerx ;tiangle of the matrix to be imverted is stored, row by row,
in a vector of n* (ntl) / pLlemenks,; where n is the order of the matrix; e.g.
a 3x3 matrix,, A would b stcred as (All 21, 229 31, 32° 33) CHOON2Z 1s

esgentially the same ag’ tﬂﬂﬁNl, except for the compressed storage of A.
k'
Elements of the com%gzed inVerte replace those of the original matrix.
DA
‘jifail if the' matedix, or the matrix modified by computa-
rozs. is nut posifive definite.

X -;tic Computatipgn, Vol. 2, near Algebra; Wilkinson,
ge ?:‘ijf_4Jg7l). ihere a desciption of the method can be
M i : %" .‘ )

The procedure ﬁi
tional roundi‘ﬁif

Unwersuy i s e | -
1) CROSNI{RokbiFALL) D .
wikggpel Hill T
N BIN FIXED(31) gives the order off thé matrix to be
inverted. -

s
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AA (*)BIN FLOAT(21) is the working vector containing the
elements of the matrix to be inverted, stored in
the first N*(N+1)/2 elements of the vector. Om
return, the elements of the inverse will be
contained in the first N*(N+1)/2 elements of the
vector.

FAIL LABEL is the label to which the routine is to
transfer when the matrix is not positive definite,

2) DCBOON2(N,AA,FAIL)
where parameters have the same meaning as with CHOON2 except for:
AA (*)YBIN FLOAT(53)

Note: For convenience in referring to elements of the "compressed"
symmetric matrix, the user might wish to use iSUB defining. 1In this case,
the iSUB algorithm can be illustrated by:

DCL AA(6),A(3,3) DEF AA(2SUB+(1SUB*(1SUB=1))/2);

2 of 2
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‘“ MEMORANDUM

March 5, 1973 ' Library Services Series
- Document No. LS~203-0

FROM: NCSU Programming Services

SUBJECT: §SVD, for Computing the Singular Values and Orthogonal
Decomposition of a Real Rectangular Matrix

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which, given a real m by n matrix {m>=n), A, decom-
poses the matrix ﬂnto the form

AsUQV'
whare '

s 0 )

U'U=v V-VV'-L and Q-diag\ Spreee n

The matrix U consists pf n orthogormalized eigenvectsrs asscciated with the n
largest eigenvalues of AA'; amd V. the orthenormalized eigenvectors of A'A.

The o, are the - no%phegative Hq‘&feJIOJtB of the eigenvalues of A'A; they are

called the "siasgfgr values" of A Tha above description is called the "singu-

lar valge decomgéwition' (SVD).
&
Houa‘holdex yﬁduction to bidiagonal form follbwed by QR iteration is used.

%x‘.

\A few ﬁg chl agplications of SVD are:

calculation of “the peeudoinverse of an m by n matrix
Bolutioh of homogeneous equations A
&e%érmiﬁ&ﬁé\the rank of matrices - i w2

T a ltnetilization of the least squares problem

This preocedure is based on the procedure BVD described in Haﬁdﬁéb 3 -
matic Computation, Vol. 2, Linear Algebra; Wilkinson, Reine i Bpr ar-Vanlag
QyrLy, %orn 1 3Qsctiption of the method can bs found. R
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Implemented versions are:

1)

Document No. LS-203-0

SVD (M,N,WITHU,WITHV,EPS,TOL,AA,QQ,UU,VV)

where
M
N
WITHU
WITHV
EPS

TOL
AA

QQ

BIN FIXED(31) contains the number of rows (m) in matrix A.

BIN FIXED(31) contains the number of columns (n) in matrix A.

BIT(8) '0'B if U is not to be computed, non-zerqg
otherwise.

BIT(8) '"0'B 4if V is not to be computed, non-zero
otherwise.

BIN FLOAT(Z1) a constant used for convergence testing;
should not be less than .953674E-6.

BIN FLOAT(21) should be .353737E-73.

(*,%*)BIN FLOAT(21) contains the matrix A in its first M rows

and N columns. AA will be changed only if used as
Uu. (CE.)

(*)BIN FLOAT(21) will contain the singular values of A in
its first N elements; they are non-negative but not
necessarily ordered in descending sequence. LBOUND
(QQ,1) should be the same as LBOUND(AA,2).

(*,%*)BIN FLOAT(21) If WITHU is non-zero, then UU will contain

(*,*)BIN

the matrix U in its first M rows and N columns; other-
wise UU is used for working storage and could be the
same array as AA. LBOUND(UU,1l) should be the same as
LBOUND(AA,1). LBOUND(UU,2) should be the same as
LBOUND (AA, 2).

FLOAT(21) If WITHV is non-zero, then VV will contain
the matrix V in its first M rows and N columns; and
LBOUND(VV,1) and LBOUND(VV,2) should be the same as
LBOUND(AA,2). If WITHV='@'B, then VV is not used and
can be any 2-dimensional array; for example, the same
array as AA or UU.
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‘« MEMORANDUM

March 7, 1973 _ Library Services Seriles
Document No. LS-204-0

FROM: NCSU Programming Services
SUBJECT: OQRTHO2, for Inversion of a Real Matrix
SUPPORT TfPE: A

DIRECT INQUIRLES TQO: Campus/NCECS Programming Services

This is a PL/I subprccedure which computes the inverse of a matrix, A, of order
n. The inversion is performed in-place, so that on return, A contains the in-
verse. A modified Schmidt orthogonalization process is used. The same algo-
rithm with iterative improvement is offered by ORTHOl. No tests for singularity
are made.

This procedure is based om the procedure ORTHOZ described in Handbook of Auto-
matic Computatipn, Vol. 2, Limear Algebra; Wilkinson, Reiach; Springer-Verlag
{1971), where a description of the method can be found.

Implemented versions# are:

1} ORTHO2(N,AA)
where ‘
S . BIN FIXED{31l) gives the order of the matrix,
AA (*,*)BIN FLOAT(21) contains im its first N rows and N
: colunns the matrix to ba inverted; on return,
it will contain the compased invarsa LIOWS
(AA,2) should equal Lmn{u 1).

2) mrnoz(u.nn

where paramaters have the same meaning as with onzuoz eanept for:
AA (*,*)}BIN FLOAT(53)

TRIANGLE UNIVERSITIES COMPUTATION CENTER
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¢ MEMORANDUM

Mar<h 8, 1972 Library Services Series
Document No. LS-205-0

FROM: NCSD Programming Services

SHUBRCT: G, for [terstive Solution of a System of Linear Equations
with a Svometric Coefficient Matrix

SUTPORY THNPR: A

DIYEECT INGIITRIFS T Corpus -NCETS Programming Services

Th:g 18 & PIL.7 ubbpro educe which, using the Conjugate Gradient (CG) algorithm
‘an fterztive mehod). solves the linear equatibns Ax*b=0, where A is a
gymmentis positfvs detinte ceefficient matrix of order n-

This pro~edu'€f~an gico ba used for investigating the spectrum of A.

ihis metbed 18 ad*antagéous for sparse matrices A. For use in this procedure,
rhe osffii-iear de;L# A 1: not given as an array of numbers. The user is
axpected tc srpgpay & pro redure which. computes, from any given vector V, the
p("d‘d r A x \n'—» '.P
A shn;}d net b%§%g~ badiz ''scaled'": the euclidian lengths of the n columns
shouid nds be Bf rorally different order of magnitude. This may require a
of the system to be solved; thé safest way being to make all
ra 1 while preserving symmetry. Such a transformation might
3% .firh RAR and b with ®b, where R is a diagonal matrix in which
ﬂl = V. TR solurions, x, obtained from CG can then be transformed
back toyg?&gy ong of the original system by Rx.

The pro eJur % IT'rzansfer to a uger specified label if the process fails
eirher éeégﬁie bﬁe marrix is not positive definite or is too poorly conditioned
fihe gsmallest eigenvalue is in the roundoff error level). In elther case, no
resulits are given.

TRIANGLE UNIVERSITIES COMPUTATION CENTER
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The results of the procedure are left in three vegtors, X, Q and E. X contains

the approximate solution

to the system. Q and E contain values q and e useful

in the spectrum investigation and study of convergence properties, as degcribed
in the following reference.

The procedure is based on the procedure CG described in Handbook of Automatic
Computation, Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-Verlag (1971),

where a description of the method can be found.

Implemented versions are:

1) CG(N,P,B,0P,X,NN,Q,E,

where
N BIN

P BIN

B (*)BIN

INDEF)

FiXED(31) gives the order (n) of the matrix A,
also see X.

FIXED(31) gives the upper bound in the declaration
of the arrays Q and E (see later), or the limit to
which they are to be used.

FLGAT(21) contains the constant terms, by, of the

equations in its first N elements. LBOUND(B,1) ghould
equal LBOUND(X,1).

op ENTRY (BIN FIXED(31),(*)BIN FLOAT(21),(*)BIN FLOAT{21))

X (*)BIN

NN BLIN

(Q,E) (*)BIN

18 the name of a user supplied call-procedure with

the parameter list (N,V.AV). This procedure is to
compute the product AV=A x V. Neither N nor V
should be changed by the user procedure. The bounds
ef V and AV should be the same as the bounds of X.

N will be ABS(N) as passed to CC.

FLOAT(21) en return, this vector will contain, in its
first N elements, the approximate solutions to the
system. On call, in the normal case (N>0), the values
in X are irrelevant. However, if N is negative, X is
assumed to contain n initial guesses of the solutions,
and ABS(M) is used for N in this procedure

FIXED(31) gives the maximum number of CG steps to be
performed. On return, this will be the actual number
performed. If this is equal to the original value,
more steps may have produced a more precise solution.

FLOAT{21) will contain the values qk, e as their
first elements. T1f the returned valué okaN<?, the
vectors have only NN elements; otherwise, P elements,
beginning at the LBOUND of the vectors. LBOUND(G,1)
should equal LBOUND(E,l}.

2 of 3




March 8, 1973 Document No. LS-205-0

2)

INDEF LABEL is the label in the user program teo which
the procedure should transfer if A 1s not positive
definite or is too 11l conditioned (used the first
time a 9 becomes non-positive). In either case no

results are given.

DCG (N,P,B,0P,X,NN,Q,E, INDEF)
where parameters have the same meaning as with CG except for

B ' (*)BIN FLOAT(53)
OP ENTRY (BIN FIXED(31), (*)BIN FLOAT(S53), (*)BIN FLOAT(53))
X (*)BIN FLOAT(53)

(Q,E) (*)BIN FLOAT(53)
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‘“ MEMORANDUM

March 15, 1973 Library Services Series
Document No. LS-206-0

FROM: NCSU Programming Services
SUBJECT: BANETZ2, for Factorization of a Real Band Matrix
SUPPORT TYPE: A

DIRECY INCULRIES TG: Campus/NCECS Programming Services

This is a PL/I subprocedure, which given the band matrix, A, and a number,
lambda, factors the matrix (A-lambda*I) into the product of a lower-
triangular matrix and an upper-triangular matrix. The method is a modified
Crout decomposition with partial pivoting. The number of agreements in

sign between consecutive leading principal minors is also given in paramter C.
When A is symmetric, C is the number of eigenvalues greater than lambda.

This procedure differs from BANET1 in that an alternative factorization
yielding C is used. If C is not required, BANET1 is preferred.

The band matrix, A, 1s of order n with ml subdiagonal bands and m2
superdiagonal bands. The elements of A are stored as an n x (ml+tm2+1)
matrix, in the array AA. The scheme of storage is illustrated by the case
mi=2, -m2=1, n=4s

first {ml+m2+1) th
column ) column
flrSt§§9ﬁﬂ:@M 0 0 all 312
| ve 0 21 222 223
431 832 %33 834
nth row . a,, a; 8.4 0

Note that the zeros shown are required and that the diagonal elements occupy
column ml+l in the array. :
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The banded upper triangle of the result will be left in AA in the same storage
fashion (from the (ml+l)st column tc the right). The banded lower triangle
results are left, stored in the same fashion, in the first n rows and ml
columns of the array M (the diagonal is in the (ml)th column).

The procedure also computes two numbers, D1 and D2, which can be used to
determine the determinant of (A-lambda*I): which is A=D1*2**D2 (1/165| Dl [<1).

A parameter E is used to select the course of action when a zero pivet arises.
When E=1, a zero pivot is replaced by approximately MACHEPS * !|A[| (MACHETS

15 a user supplied constant). When E=@, and a zero pivot is encountered
implying that (A-lambda*T) is computationally singular). the procedure fails.

The procedure is based on the procedure BANDET2 described in Handbook of
Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-
Verlag (1971), where a description of the method can be found.

Implemented versions are:

1) BANETZ (N,M1,M2,.E,LAMBDA,MAChEPS,AA,D1,02,C,M,INT,FAIL)

where

N BIN FIXED(31) is the order, n, of the matrix A.

(M1,M2) BIN FIXED(31) are the number of subdiagonal bands
(ml) and superdiagonsal bands (m2), as described
above.

E " BIN FIXED(31) as described above.

LAMBDA BIN FLOAT(21) lambda, as described above.

MACHEPS BIN FLOAT(21) should be .953674E-6.

AA (*,*)BIN FLOAT(21) on call, contains, in its first N rows
and MI+M2+1 columns, the elements of the band matrix
A, as described above; on return, contains the
resultant upper triangle, stored as described
above. )

Dl BIN FLOAT(21) as described above.

D2 BIN FIXED(31l) as described above.
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C Bon prinop ar fes o nitod wnove,
M (F,%YN70 S0 violeTLn, Woll toutsain. in its first
dors M1 it T e DTS 3] the resultant
et EaTE L o s eE 7 obed Zlrove. LBOUND(M, 1)
st b e gl ROTTRE AL
INT LR Pooneen v, v o whiich o Jeturn, will
ATERAE T O Ciret M orows and MDD ocolumns, details
T e et hes ks nsed in the triangula-
i TR A SRTTRTE IS BT P _BQUND(A.A,l).
PR INTr e SN ’ -1 RS T R L PR
FATL e 1) Wil L STRILLI
L ci g 25 Telrs,
2} DBANET2 /N, M: Mv,7 . e e R SRR
where parameters in..¢ Loe Soot Baliit oocgrepr for:
LAMBDA Bl -
MACHEFPE BN = ! R L A BN R R
AA ALl
D1 BRI = mlte gy
M (3 80BN b ool o)
Note: For convenience Lo raioctloyg I'o o« she "ocumpoessed" band
matrices used by this purooedu. o, sle o foouge 18U defiping,
In this case, the iSUB i, b TR 1.t the ahcve example,

by:

Docuinent No.

DCL AA(4,-2:1),Mi&, 2} ¥ini,

BANDM(4,4) DEF asilsnn
LOWTRI(4,4). FLOoAT huy
UPTRI{(4,4) DEF aAn{isul,

SEURTSERY

Me TSR, 250308 Y

2

e

E-LSUB:;
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¢« MEMORANDUM

March 15, 1973 Library Services Series
Document No, LS-207-0

FROM: NCSU Programming Services
SUBJECT: GJDEF2, for In-Place Inversion of a Positive Definite SymmetricMatrix
SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subguﬁégiure which, given a symmetric positive definite matrix
A, of order n, wil¥ periﬂrp*sn in-place inversion using the Gauss—-Jordan
algorithm. Onrymmh lowet riangle and diagonal of the matrix to be iuverted
need be given, stored as J@ghéﬁof bf‘h*(ﬁ+1)/2 elements, A 3x3 matrix A
would be srored_as fA _.A 122’ 31 32, 33 The elements of the computed

N 117738
inverse replace the ori fial® ents of A. GJDEF2 is essentlally the same
compgeined storage of A.

as GIDEF1, exnept for ff

&
F matrix mgaifled%by computational rounding errors, 1s not
e -»p:oc‘edh& w1ll !ng.l

A ased on the procedure F2 described in Handbook of Auto-
fﬁnSfVol 2, Linear; ebra; Wilinson, Reinch; Springer-Verlag

"@@thod can found,
B

If the matxix. of
positive defini Cgy

This pqog_dure

NEN

GIDEBRi@reiy BATL)

wherBortir Carclina
Cﬁapelfﬁﬂ BIN FIXED(31) contalns tﬁe*dtdg;, n, eﬁ matrix A.

f..

1)

AA (*)BIN FLOAT(21) contains, in its first N*(n‘ﬁ-l)ja elements,
the matrix, A, to be inverted, as describéd: dve.’
On return, the first N*(N+l)/2 elemegte contifHE'ihe
computed inverse. @

. ‘: i;‘..;,' ,v';,,

FALL LABEL specifies a label in the user program to
which GIDEF2 should transfer if inversion fails.

TRIANGLE UNIVERSITIES COMPUTATION CENTER
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Note: For convenience in referring to elements of the "compressed" symmetric

matrix, the user might wish to use iSUB defining. In this case, the iSUB
algorithm can be illustrated by:

DCL AA(6),A(3,3)DEF AA(2SUB+(1SUB*(1SUB-1))/2);
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(¢« MEMORANDUM

. April 6, 1973 Library Services Series
Document No. LS§S-209-0

FROM: NCSU Programming Services

SUBJECT: CHOOLl, for Selving Systems of Equations with a Positive-Definite
Symmetric Matrix of Coefficients

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which solves the systems of equations defined
by AX=B for X, where A is a positive-definite symmetric matrix, of erder n,
and B is a n by r matrix of r right-hand sides. CHOOLl must be preceded
by CHOET1 (LS-192) or an equivalent procedure which performs the
decomposition (A=LL') of the coefficient matrix. CHOOL1l may be used any
number of times, for different B, after one use of CHOET1.

Only the lower triangle of A needs to be correct. The reciprocals of the
diagonal elements of the decomposition must be supplied in a vector P, as
provided by CHOETI.

AX=B is solved in two steps, Ly=B and L'X=y. The matrix B is retained in
order to facilitate the later refinement of X, X and B can be the same
arriy in the call of the procedure; however, then B will not be retained.

This ﬂrqcedure is based on the procedure CHOLSOL1 described in Handbeok of
Autogdtic € tation, Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-
Verlag (1971), where a description of the method can be found.

Implemented versions are:
1) ¢HOOLL (N,R,AA,P,BB,XX)
where .
N BIN FIXED(31) is the order (n) of matrix A.

R BIN FIXED(31) 4is the number (r) of right-hand sidas.

TRIANGLE UNIVERSITIES COMPUTATION CENTER
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AA

P

BB

XX

(*,*)BIN

(*)BIN

(*,*)BIN

(*,*)BIN

Document No. LS~209-0

FLOAT (21) containg, in its first N rows and N
columns, the CHOET1 decomposition of A.

FLOAT (21) contains in, its first N elements, the
reciprocals of the diagonal elements of the CHOET1
decomposition. LBOUND(P,1) should equal LBOUND(AA,l).

FLOAT (21) contains, in its first N rows and R
columns, the matrix B of right~hand sides. LBOUND(BB,l)
should equal LBOUND(AA,l).

FLOAT (21) on return, Will contain, in its first N
rows and R columns, the matrix of solutions. LBOUND
of each dimension of XX should equal LBOUND of the
corresponding dimension of BB.

2) DCHOOL1 (N,R,AA,P,BB,XX) ‘
where parameters have the same meaning as with CHOOL1 except for:

AA

P

BB

XX

(*,*)BIN
(*)BIN

(*.*?BIN

FLOAT (53)
FLOAT (53)

FLOAT (53)

(*,*)BIN FLOAT(53)
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(¢ MEMORANDUM

. March 21, 1973 ' Library Services Series
' Document No. LS-210-0

FROM: NCSU Programming Services

SUBJECT: ORTIN1, for Least Squares Solution of a Set of Linear Equations

SUPPORT TYPE: A

" DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which computes the least squares solution, X, for
k systems of n linear equations with m unknowns (m<=n). A is the nbym
matrix of the coefficients of the systems. B 1s the comstant n by k matrix
of right—hand\ggg,s. For the case k=1, more efficlent code is provided by
QRTINZ. S

Iterative improvement is applied to the initial solutions. If the iteration
is ineffective, the progedure exits to a user specified label.

This procedure is baged on the procedure ORTHOLINL described in Handbook of
Automatic Computsat » Vol. 2, Linesg Algebra; Wilkinson, Reinch; Springer-
Verlag (1971), | e & description of the method can be found.
Implemeq;ed vqfﬁions are: |
1) ﬁRTIle"ﬁ N, 459, K, EPS , XX, STOP) B

e
. s g
‘*EA (%, %JBIN FLOAT(21) contains in its first N rows and M
SR D columns, the matrix A.
toere i
oMy BIN FIXED(31) is the number of equations (n).
M BIN FIXED(31) 1is the number of unknowns (m).
BB (*,*)BIN FLOAT(21) contains in its first N rows and K -

columns the matrix of right-hand sides. LBOUND(BB,I)
should equal LBOUND(AA,l). .

TRIANGLE UNIVERSITIES COMPUTATION CENTER
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K BIN FIXED(31) is the number of right-~hand sides (k).

EPS BIN FLOAT(21) is the maximal desired relstive rounding
error and cannot be less than .953674E-6.

XX (*,*)BIN FLOAT(21) will contain in its first M rows and K
columns the solutions. LBOUND(XX,1) should equal
LBOUND(AA,2). LBOUND(XX,2) should equal LBOUND(BB,2).

STOP LABEL specifies the label to which the
procedure should transfer if iterative improvement
fails.

2) DORTIN1 (AA,N,M,BB,K,EPS,XX,STOP)
where parameters have the same meaning as with ORTIN1l except for:

AA (*,*)BIN FLOAT(53)
BB (*,*)BIN FLOAT(53)
EPS - BIN FLOAT(53) cannot be less than ,222044604925031E~15
XX (*,*)BIN FLOAT(53)
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‘¢« MEMORANDUM

March 22, 1973 Library Services Series
Document No. LS-211-0

FROM: NCSU Programming Services
SUBJECT: EIGEN, for Solving the Elgenproblem of a Square Matrix
SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/1 supptocedure which solves the eigenproblem for a n by n matrix,
A. (For specifichlly aywmetric matrices, other methods are much faster.) When
A 18 symmetridi the algog%fhm reduces to the (cyclic) Jacebi Method. A

series of nopm+reducing cobi-1ike similarity transformations are used. The
appearance o; multiple camplex roots will slow convergence considerably; and if
these roots ars defect s cqnvergence is markedly slow. ('"Defective" here
means that thefmultip city~o£ the root is less than. the number of independent
& #o0t). The procedure contains an upper limit of

On r;t e;hg :Qal eisenvalues occupy diagonal elements of A, while the real

and 1mﬂ%Y ts of complex eigenvalues Axiy occupy, ‘respectively, the
no gqﬁ i Eiagonal corners of 2x2 blecks on the maln diagonal so that
A-Aj j j+1 141 j j+1 j+1’jand abs(Aj,j+1) abs{ii) o

The parameter,TMX, 1s used to control the operation of the procedurs: gnd, on
return, is used as an error indicator. If on input TMA«(Q, no eigenvectors
are produced. TMX<0, or TMX>0Q indicates that, respectively, left or ;i!b
eigenvectors are to be produced. On return, abs(TMX) gives the number of
iterations performed. Convergence will have occurred if 0<TMK<50. Failure

TRIANGLE UNIVERSITIES COMPUTATION CENTER
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to converge is indicated by TMX=30 or, if all transformations in one iteration
are identity matrices, by TMX<0.

The procedure is based on the procedure EIGEN described in Handbook of Automatic
Computation, Vol. 2, Linear Algebra; Wilkinson, Reich; Springer-Verlag (1971),
where a description of the method can be found.

Implemented versions are:

1) EIGEN (N,TMX,AA,T)

where

N BIN FIXED(31) is the order, n, of the matrix A.

TMX BIN FIXED(3L) is described above.

AA (*,*%)BIN FLOAT (2L} contains in its first N rows and N
columns the matrix for which the eigenproblem is to
be solved; on return, contains the eigenvalues as
as described above. LBOUND(AA,2) should equal
LBOUND{AA,1). '

T (*,*}BIN FLOAT(21) on return, will contain in its first N

rows and N columns the left (or right) transformation
matrices depending on the value of TMX. If TMX=0

on call, this can be any array of 2 dimensions, e.g.,
A,

2) DEIGEN(N,TMX,AA,T)
where parameters have the same meaning as with EIGEN except for:

AA (% *)YBIN FLOAT(53)

T (*,*)BIN FLOAT(53)
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(¢ MEMORANDUM

Library Services Series
Document No. LS=212-0

‘Mareh 22, 1973

FROM: NCSU Programming Services

i

SUBJECT: ORTIN2, for Least Squares Solution of a Single System of Equations

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus /NCECS Programming Services

This is a PL/I subprocedure which computes the least squares solution, X, for a
system of n linear equations with m unknowng (m<*n}. A is the n by m matrix
of the coefficiep m%’ the system. B is the constant right-hand side. ORTIN1
is provided for the ca#e of more than one right-hand side. .

to the initial solution. If the iteration i1s

Iterative im'ggoﬁémnt 1&3‘»;&1@
to a user specified label. .

ineffective,’the procedu&g: exita

This procedure-is ba.s#::on ’ﬂtha procedure ORTHOLINZ2 described in Handbook of

Automatic Computatiogy Vol. 2, %inear Algebra; Wilkinson, Reinch; Springer-
Verlag (1971;,% ed a descriptiokt of the method can be found: '

s

1) GNRINZ (i M,BB,EPS,XX,STOP)
. wh‘,"__ & P

-:_"' 3}_m‘$g_1),;;':;ﬂdonta;,ns i&- first N rows and M columns,
777 the™hat o .

1 G{Q e trid A, - %
b A
S A

is the number of squations (n).
L, ¥ . BIN FEEXB
LINBERT 51Ty O (R) BIN -FLOAT (

1)
Morth arobing,
Coppee! il BIN FLOAT{(21)
error and
(*)BIN FLOAT(21)
solutien.

LABEL

=

STOP

should transfer if iterative improvement fails. *-
SR,

N

hand side.

is the number of unknowne(m).
cootaine in its first:N elements, the right-
LEOUND By 1) should elital LBOUND(AA,L).
is the maximal deeired rélative rounding
cannot be less than .933674E-6.
will contain, in its first M elements, the
LBOUND (XX,1) should equal LBOURDCAA,2).
specifies the label ta which the procallure

-
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2) DORTIN2 (AA,N,M,BB,EPS,XX,STOP)
where parameters have the same meaning as with ORTINZ except for:
AA (*,*)BIN FLOAT(53)

BB (*)BIN FLOAT(53)
EPS BIN FLOAT(53) cannot be less than .222044604925031E-15.
XX (*)BIN FLOAT(53)

2 of 2




TELECOMPUTING

- Y¢,  MEMORANDUM

March 28, 1973 Library Services Series
Document No. LS5-213-0

!

FROM: NCSU Programming Services v

SUBJECT: SYMSOL, for Solving Systems of Linear Equatiens with a Symmetric
Positive-Definite Matrix of Coefficients

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I i@ﬁﬁfaﬁgdure which solves the systems of equations defined
by AXeB, wheze A 1g a veal positive-definite symmetric matrix of order
n; and B is &by r regl: natrix of r right-hand sides.

c W

-  SYMSOL must:bé precede
performs the 8

'

q{gthYMDET (LS=190) or any similar routine which
ecomposjion (ALDL') of the coefficient matrix,

AX=B is solveQﬁin ;": stepst, LYwB and DL'X=Y. The matrix B is retained
ta facilitate s Lgfer refinement of X. X and B can be the same array in
the call of ti ocedure; héwever, then B will not be retained.

sed on the proeeduré&SYMSOL'described in Handbook of
on, Vol. 2, Linear Algdlga; Wilkinson, Reinch; Springer
g ;jgriptioq of the meWppd can be found.

- L) -
JE P

1) SOMEbrdltybea,P B8, K
YIRFRh Carolinz

» ; ‘:."2“ R ’ o T . a
Chapel Hill BIN FIXED(31) is the order, n, of the matrix A.
R BIN FIXED(31) is the number, r, of rigﬁt..@;qg sides,
and the number of columns used in B and X.!* ~ ©

AA (*,%#)BIN FLOAT(21) should contain, in its fiEst N rows
and N columns, the result of the decemposghitas
performed by SYMDET or a similar procedufe. LBOUND
(AA,2) should equal LBOUND(AA,1).

TRIANGLE UNIVERSITIES COMPUTATION CENTER
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P (*)BIN FLOAT(21) should contain in its first N
elements the reciprocal diagonal elements of the
SYMDET decomposition. LBOUND(P,l) shoudd equal
LBOUND(AA,1).

BB (*,*)BIN FLOAT(21) contains, in its £irst N rows and R
columns, the matrix of right-hand sides. LBOUND
{(BB,1) should equal LBOUND(AA,l). LBOUND(BB,2)
should equal LBOUND(AA,l).

XX (*,%)BIN FLOAT(2l) on return, will contain, in its first
N rows and R columns, the solutions to the R
systems of equations. LBOUND(XX,1l) should equal
LBOUND(AA,1) LBOUND(XX,2) should equal LBOUND(AA,l).

2) DSYMSOL (N,R,AA,P,BB,XX)
where parameters have the same meaning as with SYMSOL except for:

AA (*,*%)BIN FLOAT(53)
P (*)BIN FLOAT(53)
BB (*,*)BIN FLOAT(53)

). 9.4 (*,%)BIN FLOAT(53)
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= ¢ MEMORANDUM

April 1, 1973 Library Services Series
Document No. LS=-214-~0

FROM: NCSU Programming Services

SUBJECT: ACCRSE, for Computing the Inverse of a fositive Definite Symmetric
Matrix, with Iterative Improvement

SUFPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which computes the inverse of a positive definite
symmetric matrix, A, of order a, by Cholesky decomposition using the procedure
CHOON1, followed by iterative improvement of the result. After inversion coﬂ'ﬂ'-l’\"‘
the inverse, X, is improved by calculating X=%+Z until the .GiielaﬁiﬂﬁT_Zf—

is such that maximum abs (Zij) ig less than 2*EPS times the maximum abs(xij),

where Z=XB and B=I-AX.

If A,or A modified by computational rounding error, is not positive definite,
the procedure fails and exits to a user specified label. If the maximum
correction at any stege is not less than half that at any previous stage,
then the procedure exits to another user specified label.

Only the upper triangle need be correct on input. The upper triangle
elemerits are yfdigturbed. The inverse is stoved in the remainder of A.

The reciprocsls of fts diagonal elements are stored instead of the elements
theméelggs;:?w nr '

This procedure is based on the procedure ACCINVERSE described in Handbook of
Autcmatig,mggggéon, Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer—
Verlag (1971)1, where a description of the method can be found.

Cooptaie
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Implemented versions are:

1) ACCRSE (N,EPS,AA,L,FAIL,ILL)

where

N BIN FIXED(31) is the order of the matrix A.

EPS BIN FLOAT(21) should be .953674E-6.

AA (*,*)BIN FLOAT(21) contains the elements of the matrix
to be inverted, stored in the first N rows and N
columns of the upper triangle; on return, the
elements of the inverse will be found in the lower
triangle beginning at row 1+LBOUND(AA,l}. Note
this requires AA to be dimensioned with a number
of rows at least equal to N+1.

L BIN FIXED{(31) will contain the number of iteration
steps.

FAIL LABEL specifies the label to which the procedure
is8 to tranafer 1f the matrix is not positive
definite.

ILL LABEL specifies the label to which the

procedure is to transfer if the maximum correction
at any stage is not less than half that at the
previous stage.

2) DACCRSE (N,EPS,AA,L,FAIL,ILL)
where parameters have the same meaning as with ACCRSE except for:
EPS BIN FLOAT(53) should be .2220446049250313E-15.

AA (*,*)BIN FLOAT(53)
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¢ MEMORANDUM

May 2, 1973 Library Services Series
Document No. LS-215-1

FROM: NCSU Programming Services

SUBJECT: BISECT, for Calculating Selected Eigenvalues of a Symmetric
Tridiagonal Matrix

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I aubprwpcedure which calculates gelected eigenvalues of a
symmetric trid gbha-.gi;g%ix, of order n, by the method of bisectionm.
This procedugg:bs be ic¥al if clusters of eigenvalues are to be expected.

(Unsymnetric ridiagona]

W B O {1
M matyiGes A wit fi-ai,:|.+1 and g:l.-ai+l,i may be

treated by taf.ing b ‘;;% elements of the subdiagonal, where b2 i +1-f 4847

T

provided f 48 i%-o.

e A2 Il"“!)\mZ ().;mn?\i) are computed (O<mlsm2s<n). ml

yigenvalues are computed.

Whe%&ﬂatipn_of b
MET € {onresht inles untdl the
N E miigenvalue differ by less than BES1l, unless at somesarlier
&% Me upper aftitmer bounds differ only im least significant digits.
1f ERBlivbesidpastified as nod“positive, a suitabl® gmd%), valye is used trptead.
EPS2 NastuCaadiing the procedure;’ g’ﬁﬁﬁwsxeﬂmge‘ »xboygid for the &,;or
in aQhsdgkdiinluve. The following reference s #n anded discussion
of these two parameters. Wy Y

ction iteration in roughly the
er and lower bounds for

!
»

This procedure is based on the procedure BISECT described in Hasidbudk o1
Automatic Computation, Vol. 2, Linear Algebra; Wilki, _,\,p,‘ger-
Verlag (1971), where a description of the method can be found{_x ) %

H R

E:
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Implemented versions are:

1) BISECT (C,B,BETA,N,
where
c (*)BIN
B (*)BIN
BETA (*)BIN
N BIN
(M1,M2) BIN
EPSL BIN
RELFEH BIN
EPS2 BIN
Z BIN
X (*)BIN

Ml,M2,EPSl,RELFEH,EPS2,Z,X)

FLOAT(21) contains the elements of the diagonal
stored in its first N elements.
FLOAT(21) contains the elements of the subdiagomal

as described above in its first N elements. The
first element may be arbitrary but is set to zero
by the procedure. LBOUND(B,1) should equal LBOUND(C,1).

FLOAT(21) contains the squares of the subdiagonal
elements in its first N elements. The first element
may be arbitrary but is set to zero by the procedure.
LBOUND(BETA,1) should egqual LBOUND(C,1).

FIXED(31) contains the number of diagonal elements,
n (or the order of matrix A).

FIXED(31) are the indices ml and m2 as described
above.

FLOAT(21) as described above.

FLOAT{21) should be .953674E-6.

FLOAT(21) output, as described above.

FIXED(31l) will, on return, contain the total number
of bisections to find all required eigenvalues.
FLOAT{(21) contains, in elements X(M1) through

X(M2), the computed eigenvalues.

2) DBISECT (C,B,BETA,N,Ml,MZ,EPSl,RELFEH,EPSZ,Z,X)
where parameters have the same meaning as with BISECT except for:

c (*)BIN
B (*)BIN
BETA (*)BIN
EPS1 BIN
RELFEH BIN
EPS52 BIN
X (*)BIN

FLOAT(53)
FLOAT (53)
FLOAT (53}
FLOAT(53)
FLOAT(53) should be .222044604925031E-15.
FLOAT (53)

FLOAT(53)
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¢ MEMORANDUM

April 3, 1973 ' , Library Services Series
Documeat No. LS-216-0

FROM: NCSU Programming Services

SUBJECT: BANOL1l, for Solving Systems of Equations with a Real Band
Matrix of Coefficlents

SUPPORT TYPE: A
DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which solves the systems of equations defined by
(A-AI)X=B for X, where A i3 a real band matrix of order n, Bis anby r
real matrix of r right-hand sides, and  is any number. (A-A1) has been
previously factorized by BANET1 (LS-199) or an equivalent procedure.

BANOLL can be used any number of times for different B after one application
of BANET1 to (a-AIl).

This procedure can be used, along with BANET1, to obtain a complete solution
to the system (A-AI)X=B whare X is any number except an eigenvalue of A,

or it can be used, along with BANET1l, in the inverse iteration process teo
obtain the eigenvalues ()) and eigenvectors (X) of A. If the parameter E

igs gpecified a® zaro, a forward and backward substitution is performed. If
E is specified non~zero, only a backward substitution is performed which
would be the Q&_lt etep in the inverse {teration.

BAQBLZ-(L51357) is preferred to this procedure if A is symmetric,
chdg{e_is based on the procedure BANSOLl described in Handbook of

Aut C ! , Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-
Verlag (1971), where a depcription of the method can be found.

Impleﬁéutédfveilions are:
EORE R R PN
1) BANOL1(N,M1,M2,E,R,AA,M,INT,BB)
where
N BIN FIXED(31) is the order, n, of the matrix A.

M1 BIN FIXED(31) is the number of subdiagonal bands of A.
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FIXED{(31) is the number of superdiagomal bands of A.

FIXED(31) modifier for inverse iteration described
above,

FIXED(31) the number, r, of right-hand sides.

FLOAT (21) on call contains, in its first N rows
and columns M1+l through M14+M2+1, the upper triangle
of the BANET]1 factorization.

FLOAT {21) on call contains, in its first N rows
and M1 columns, the elements of the lower triangle
of the BANET1 factorization. LBOUND(M,1l) should
equal LBOUND(AA,1).

FIXED(15) is a vector of at least N elements

which contains details of the pivoting interchanges
produced by the factorization procedure. LBOUND(INT,1)
should equal LBOUND(AA,l).

FLOAT(21) on call, contains in its first N rows
and R columns the array of right-hand sides. Onmn
return, will contain the R solutionms. LBOUND(EB,1)
should equal LBOUND(AA,1).

DBANOL1(N,M1,M2,E,R,AA,M,INT,BB)
where parameters have the same meaning as with BANOL1 except for:

AA

M

BB
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FLOAT(53)

FLOAT(53)
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April 3, 1973 ' Library Services Series
Document No. L5-217-0

FROM: NCSU Programming Services

SUBJECT: BANOL2, for Solving Systems of Equations with a Real Band
Matrix of Coefficients

SUPPQORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This 1s a PL/I subprocedure which solves the systems of equations defined

by (A-AL)X=B for X,.where A is a real band matrix of order n, B is a’n by

r real matrix of’ “ri“t-gand sides, and A is any number. (A-AI) has been
previously facto zed BEIETZ (LS-206) or an equivalent procedure.

BANOL2 can be ‘ued any %oi es for different B after ome application
of BANET2 tu‘Ci—AI) If 1 (L -199) was used to obtain the factorization,
BANOL1 (LS-21§B is used gﬁqggad of this procedure.

?-T.A
w'io with BANET2, to obtain a complete solution

to the system QA—AI LB whe . any number except an eigenvalue of A,

or it can be uged, long with; ETS, in the inverse iteration process to

obtain the el _“#ues (A) and eigenvectors (X) of A. If the parameter E

is specified asgjferq,;a forward:and baélnard substitution is performed. If E

is spgeified ;jff-n,;ero onlyja ‘backward’gubstitution is performed which

would” b&. the itep in the inverse iterﬁs&

piﬁ!!f?ed‘tc BANDL1 when A is*iymmetric.

ure {s Mﬁn the procedure BANSOLZ destribed iu mboo

£ tation, Vo 2, Linear Algebra! W{lktngon, Reinch; Spﬁnger-
Verlag ay a description o anggyod clnkbe nd ,

Implemenggﬁegsggions are: -a~5fjg
1) BANOL2(N,M1,M2,E,R,AA,M,INT,BB) LRl
where _ _ s
N BIN FIXED(31l) 18 the order, n, of the matrix A. .’
M1 BIN FIKED(31) is the number of subdiagonal bands of A.
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FIXED(31) is the number of superdiagonal bands of A.

FIXED(31) modifier for inverse iteration
described above.

FIXED(31) the number, r, of right~hand sides.

FLOAT (21} on call contains, in its first N
rows and columns M1+l through Ml+M2+1, the upper
triangle of the BANET2 factorization.

FLOAT(21) on call contains, in its first N rows
and M1 columns, the elements of the lower triangle
of the BANET? factorization. LBOUND(M,1) should
equal LBOUND(AA,1l).

(*,*)BIT(8) contains in 1ts first N rows and Ml

(*,*)BIN

columns, the decails of the binary row interchange
produced by BANETZ or an equivalent procedure.

LBOUND (INT,2) should equal LBOUND(M,2). LBOUND(INT,1)
should equal LBOUND(AA,l).

FLOAT(21) on call, contaims, in its first N
rows and R columus, the array of right-hand
sides; on return, will contain the R solutions.
LBOUND(BB,1) should equal LBOUND(AA,1l).

2) DBANOL2(N,M1,M2,E,R,AA,M,INT,BB)
where parameters have the same meaning as with BANOL2 except for:

Al

M

BB

(*,*)BIN
(*,*)BIN

(*,*)BIN

FLOAT (53)
FLOAT (53)

FLOAT(53)
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April 6, 1973 - Library Services Series
Pocument Ne. LS5-219-0

FROM: NCSU Programming Services

4 SUBJECT: CHOET2, for Cholesky Decompesition of a Pogitive Definite

Symmetric Matrix
SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which, given a pesitive definite gymmetric matrix,
A, ef order n, '@ines the Cholesky decempesition A=LL'. Only the lewer
triangle of th matm A% be decomposed is stered, row by rew, in a vecter
of n*(n-kl)/l?' ents.g ; by 3 matrix, A, would be stored as

Y

(A 1’A 1!A¢31’A32l

“ ™~ PIETE
positien, replace those of the matrix A,
of, the diagonal elements of L are stored instead

’3

9 numhéts Dl and D2 from which the determinant
nz (1/1&.«.1D1|<1)

except that th
of the diago:é

A medi&,by computational rounding errers,

3
s

=™ “on the procedure CHOLDE‘I% described in Handjfepk of
: ' EPOMyNgl, 2 Linear Algebra; . nson, Rethch; Speimger-
Verlmiﬁbﬁi}omhere a des ¥ pt:l.onhof the methgﬁ ~_;.an fouml 3
North Carolina i R, - L E e
ImplEpnsef HiArsions are: Hsy > ‘5*_'{._ k.
R
1) CHOET2 (N,AA,D1,D2,FAIL) LN e e
where ‘ ,f,’é .\Q.L: T
N BIN FIXED(31) contains the ordy,,n,;:of.-\-the ﬁi&‘ﬁi‘" A.
;?‘ﬁ"
E: o

TRIANGLE UNIVERSITIES COMPUTATION CENTER
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AA (*)BIN FLOAT(21) contains the matrix A in ite first
: N*(N+1)/2 elements. On return, will contain

the elements of the decomposition stored in the
first N*(N+1)/2 elements as described above.

D1 BIN FLOAT(21) as described above.
D2 BIN FIXED(31l) as described above.
FAIL LABEL specifies the label to which CHOET2 will

transfer when A is not positive definite.

2} DCHOET2 (N,AA,D1,D2,FAIL)
where parameters have the same meaning as with CHOETZ except for:

AA (*)BIN FLOAT(53)

D1 BIN FLOAT (53)
Note: For convenience in referring to elements of the "compressed" symmetric
matrix, the user might wish to use 1iSUB defining. In this case, the 1SUB

algorithm can be illustrated by:
DCL AA(6),A(3,3) DEF AA(2SUB+(1SUB*(1SUB-1))/2);

2 of 2
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July 2, 1973 Library Services Series
Document No. LS§-221-0

FROM: NCSU Programming Services

SUBJECT: MINFIT, for Finding Singular Values, Minimal Length Solutions,
and Solutions of Homogeneous Linear Equatiens.

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which, given a real m x n matrix A and a real
m x p matrix B, computes V,C and diag(q) such that

U'AV=diag(q) and U'B=C

g with orthogonal matrices U and V. The elements of q are the "gingular values"
of A,

These results can be used to determine X minimizing the norm of both AX-B and
X. This sclution is

XaV* (pseudo-inverse of diag(q))}*C, where the ii-th element cf the
pseudo-inverse of diag(q) 1a 1/qii for qiizo and 0 for qii=0.

The procedure can also be used to determine the complete solution of homo-
geneous equations (in which case p=0).

Householder reduction to bidiagonal form followed by QR iterations are used
to produce the singular values and the decomposition.

This procedure i1s based on the procedure MINFIT described in Handbook of
Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-
Verlag (1971), where a description of the method can be found.

PO._ROX 12076 — RESEARCH TRIANGLE PARK, NORTH CARQLINA 27709




July 2, 1973 Document No. L§-221-0

Implemented versions are:

1) MINFIT (M,N,P,EPS,TOL,AB,QQ);
where ;
M BIN FIXED(31); ig the number of rows (m) of
the array A,

N BIN FIXED(31) is the number of columns (n) of
the array A.

P BIN FIXED(31) is the number of columns (p) of
the array B (P=20).

EPS BIN FLOAT (21) a constant used for convergence
testing; sheould not be less than .953674E-6.

TOL BIN FLOAT(21) should be .353737E-73,

AB (*,%)BIN FLOAT(21) on call, contains in its first
M rows and N columns, the elements of A,
and in its first M rows and columns N+l
through N+P, the elements of B. On returnm,
the first N tows and N columns of AB will
contain the elements of V. The elements of
C will be found in columns N+1 through N+P and
the first max(N,M) rows. Note that this dual
matrix storage requires that AB be dimensioned
with at least max{M,N) rows and (N+P) columns.

QQ (*)BIN FLOAT(21) will contain the singular values
of A in its first N elements; they are non-
negative but not necessarily ordered in
descending sequence. LBOUND(QQ,1) should
equal LBOUND(AB,Z).

2) DMINFIT (M,N,P,EPS,TOL,AB,QQ);
where parameters have the same meaning as with MINFIT except for:

EPS BIN FLOAT(53) should be .222044604925031E-15.
TOL BIN FLOAT(53) should be .35373746401662E-73.
AB (*,%*)BIN FLOAT(53)
wQ (*)BIN FLOAT(53)

NOTE: For convenience in referring to elements of the matrices stored within
AB, the user might wish to use iSUB defining. In this case, the iSUB al-
gorithm can be illustrated, in which m=3, n=4, and p=l: h

DCL AB(4,5) FLOAT,
A(3,4) DEF AB(1SUB,2SUB),
B(4,1) DEF AB(15UB,2SUB+HN),
v(4,4) DEF AB(1SUB,25UB),
C(4,1) DEF AB(1SUB,2SUB+N);

2 of 2
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November 2, 1973 Library Services Seriles
Document No. LS5-223-0

FROM: NCSU Programming Services

SUBJECT: CHOOL2, for Solving Systems of Equations with a Positive-Definite
Matrix of Coefficients

SUPPORT TYPE: A

DIRECT INQUIRILIES TO: Campus /NCECS Programming Services

This is a PL/I subprocedure which solves the systems of equations defined by

AX=B for X, where A is a positive-~definite symmetric matrix, of order n, and

B is a n by r matrix of r right-hand sides. The procedure CHOOL2 must be

preceded by CHOET2 (LS-219) or an equivalent procedure which performs the

decomposition (A=LL') of the coefficient matrix, CHOOL2Z may be used any number
— of times, for different B, after one use of CHOET2.

AX=B is solved in two steps, Ly=B and L'X=y. The matrices y, and then X, are
overwritten on Bj

The procedure is based on the procedure CHOLSOL2 described in Handbook of

Automatic Computation, Vol. 2, Linear Algebra; Wilkinsonm, Reinch; Springer-
Verlag (1971), where a description of the method can be found.

Implemented versions are:

1) cHooL2 (N,R,AA,BB);

where
BIN FIXED(31) is the order, n, of matrix A.
BIN FIXED(31l) is the number, r, of right-hand sides.
AA (*YBIN FLOAT(21) contains the elements of the lower
' triangle L as produced by the CHOET2 decomposition
of A.
BB (*,*)BIN FLOAT(21) containg, in its first N rows and R

columns, the matrix B of right-hand sides.
LBOUND(BB, 1) should equal LBOUND(AA,1}.

2) DCHOOL2 (N,R,AA,BB);
where parameters have the same meaning as with CHOOL2 except for:
- AA (*)BIN FLOAT(53)

BB (*,*)BIN FLOAT(53)

P.O_RBOX 12076 — RESEARCH TRIANGLE PARK. NORTH CAROLINA 27709




g Duks Univarsty TRIANGLE UNIVERSITIES COMPUTATION CENTER

TAUCC

@ : Research Triangie Park
UN__sity of ‘k\‘
N:H;ZQZZ:--"“-::ENK
Chapsl Hilt e
N.C. State University
Raleigh

November 2, 1973 - Library Services Series
Document No. LS5-224-0

FROM: NCSU Programming Services

SUBJECT: RATQR, for computation of the lowest eigenvalues of a symmetric
tridiagonal matrix

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which computes the m lowest eigenvalues of a
symmetric tridiagomal matrix. A rational variant of the QR transformation
is used. A quadratic rate of convergence 1is obtained, The procedure BISECT
(LS-215) 1s preferred if clusters of elgenvalues are expected.

N~ The upper eigenvalues are found if the signs of the diagonal elements are
reversed before and after using the procedure. A non-symmetric tridiagonal
matrix, T, can be handled, provided T(I-1,I)*T(I,I-1)>=0, by giving the
elements of B2, below, as that product.

This procedure is based on the procedure RATQR described in Handbogk of
Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-
Verlag (1971), where a description of the method can be found.

Implemented versions are:

1) RATQR (N,M,POSDEF,DLAM,EPS,D,B2)

where
N BIN FIXED(31,0) contains the order of the matrix
BIN FIXED(31,0) specifies the number of smallest
' eigenvalues wanted.
POSDEF BIT(1) is given a "1'B 1f the matrix is
known to be positive definite; '0'B, otherwise.
DLAM BIN FLOAT(21) specifies a tolerance for the

theoretical error of the computed eigenvalues.
This error for the k-th value is usually not
greater than k*DLAM. DLAM=0 is admissible.

P.0. BOX 12076 — RESEARCH TRIANGLE PARK, NORTH CAROLINA 27709
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FLOAT(21) should be ,953674E-6.

FLOAT (21) on call contains, in its first N
elements, the diagonal elements of the tri-
diagonal matrix. On return contains, in its
first M elements, the computed eigenvalues in.
non-decreasing sequence. The remaining elements
are lost.

FLOAT (21} on call contains, in its second
through Nth elements, the squares of the off-
diagonal elements of the matrix. The first
element is not used and may be of arbitrary
value. On return, B2(K) is a bound (not
including the effect of roundoff errors) for
the theoretical error of the X-th computed
eigenvalue, D(K). The remaining elements are
jost. LBOUND(B2,l) should equal LBOUND(D,1).

2) DRATQR (N,M,POSDEF,DLAM,EPS,D,BZ)
where the parameters have the same meaning as with RATGR, except for:
DL.AM

EPS
D
B2

BIN
BIN

FLOAT(53)
FLOAT(53%), should be .222044604925031E-15

(*)BIN FLOAT(53)
(*)BIN FLOAT(53)

2 of 2
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November 2, 1973

Library Services Series
Document No. LS§-225-0

FROM: KCSU Programming Services

SUBJECT: JACOBI, for Eigenvalues and Eigenvectors of a Real Symmetric Matrix

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which will compute the approximate eigenvalues
and, optionally, the corresponding normalized vectors of a real symmetric
matrix by Jacobli's method. The iteration is designed to operate until no
further significant change occurs.

The procedure is based on the procedure JACOBI described in Handbook of
Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-
Verlag (1971), where a description of the method can be found.

Implemented versions are:

1} JACOBI (N,E,A,D,V,ROT)
where
N BIN FIXED(31) is the order of the matrix

E BIT(1) is "1'B if eigenvectors are to be
computed '0'B, if not.

A (*,*)BIN FLOAT(21) on call, contains the matrix in
its first N rows and N columns. Only the
upper triangle need be correct. On return,
the superdiagonal elements have been destroyed.

o

(*YBIN FLDAT(21) on return will contain, in its
first N elements, the computed eigenvalues.
LBOUND(D,1) must equal LBOUND(A,1).

v (*,*)BIN FLOAT(21) if E was specified as '1'B, on
return, will contain the computed eigenvectors.
The Kth column contains the vector corresponding
to D(K). LBOUND{(V,l) must equal LBOUND(A,1).
I1f E was specified as '0'B, some two dimensicnal
array must still be specified here, e.g.: A,
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ROT BIN FIXED(31) on return, will contain the number
of Jacobi rotations required to achieve the
solution. One complete sweep over the matrix

requires N2/2 rotations.

2) DJACOBI(N,E,A,D,V,ROT)
where the parameters have the same meaning as with JACOBI, except for:

A (*,*)BIN FLOAT(53)
D (*)BIN FLOAT(53)
v (*,*)BIN FLOAT (53)

o e
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December 4, 1973 Library Services Series
Document No. L§S-229-0

FROM: NCSU Programming Services

SUBJECT: SYMRAY, for Computing the Eigenvectors of a Symmetric Band
Matrix, by Iteratiom

SUPPORT TYPE: A
DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which computes by inverse - teration the r
elgenvectors of a symmetric band matrix, A, corresponding to a given set
of r approximate eigenvalues,

The symmetri¢ band matrix, A, 1s of order n with m subdiagonal and super-
diagonal bands. The elements of A are stored as a n x (2m¥+l) matrix, in
the array AA. The scheme of storage is i1llustrated by the case m=1, n=4;

\_/.
first (2m+1) th
column column
first row » #] aj, al2
%21 322 #23

: 432 333 434
nth row | - a3 a, 0
Note that the zeros shown are required and that the diagonal elements occupy
column (m*+l) in the array.
The procedure will fail if A-lambda*l is singular, or becomes so due to
computational rounding errors.
The procedure 1s based on the procedure SYMRAY described in Handbook of
Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinch; Springer-
Verlag (1971), where a description of the method can be found.
Implemented versions are:
1) SYMRAY (N,M,R,MACHEPS,AA,LA,LAMBDAL,L,C,Z,FAIL)

where
.~ N BIN FIXED{31) gives the order, n, of the matrix
Al
M BIN FIXED(31) gives the number, m, of subdiagonal

and superdiagonal bands, as described above.

P.O. BOX 12076 — RESEARCH TRIANGLE PARK, NORTH CAROLINA 27709
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2

BIN FIXED(31) contains the number, r, of given

_ eigenvalues,
MACHEPS BIN FLOAT(21) shonld be .953674E-6.
AA (*,*)BIN FLOAT(21) on call, contains in its first N

rows aud (2M+l) columns, the elements of the
synnetric band matrix A, as described above.
LBOUND{AA,2) should equal LBOUND{AA,1). ¢

LA BIN FIXED(31) contains the limit of the number
of iterations permitted in the determination
of any elgenvector.

LAMBDA L {(*YBIN FLOAT{(21) contains in its first R elements
the given approximate eigenvalues of A.
1BOUNC{ LAMBDALl,1) shoulid equal LBOUND(Z,2).

T {*)BIN FIX&ED(31) on return, the first R elements
are such that the ith element of L represents
the number of iterations that the ith eigenvector's
compntation required. LBOUND(L,1l) should equal
1BOUND(Z,2) .

C (*)BIN FIXED(31) on return, the first R elements are
such that the ith element of C represents the
number of eigenvalues greater than the ith
element of LAMBDAl. LBOUND(C,l1l) should equal
LBOUND(Z,2) .

Z (*,*)BIN FLOAT(21) on return, contains in its first N
rows and R columns, the R eigenvectors of A
corresponding te the eigenvalues in LAMBDAL.
LBOUND(Z,1) should equal LBOUND(AA,l).

FAIL LABEL is a user specified label to which
SYMRAY will transfer if the procedure fails.

2) DSYMRAY (N,M,R,MACHEPS,AA,LA,LAMBDAl,L,C,Z,FAIL)
where the parameters have the same meaning as with SYMRAY except for:

MACHEPS BIN FLOAT(53) should be .222044604925031E-15
AA (*,*)BIN FLOAT{53)
LAMBDAL (*)BTN FLOAT(53)
z | (*,%*)BIN FLOAT(53)

Note: For convenience in referring to elements of the "compressed" band matrices
used by this procedure, the user might wish to use 1SUB defining. In this case, the
iSUB algorithm can be illustrated, for the above example, by:

DCL AA(4,-1:1) FLOAT,
BANDM(4,4) DEF AA(1SUB,2SUB-1SUB);

2 of 2
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December &4, 1973 Libraxry Services Series
Document No. LS-=230-0

FROM: NCSU Programming Services

SUBJECT: PERC, to Compute a New Inverse after Perturbation of
a Column in the Original Matrix

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

Given R, the inverse of A, and a vector X, this PL/I subprocedure computes
the inverse of A + Xek (the matrix A after perturbation of its k-th column
by the vector X).

The calculation of the new inverse requires many fewer operatioms than
~recalculation of the inverse directly from the perturbed matrix.

The procedure will fail if the k~th row of R times X equals -1, which
will occur if the perturbation would make A computatiomally, or in fact,
singular.

The procedure is based on an algorithm (equation 3.26) given in Matrix
Calculus; Bodewig; North-Holland Publishing (1956).

Implemented version is:

1) PERC (N,RR,K,XX,FAIL)
where

N BIN FIXED(31,0) contains the order of the matrix
R (and "A).

RR (*,*)BIN FLOAT (21) on call contains in its first N rows
and N columns, the inverse, R. On return, this is
replaced by the new inverse. LBOUND (RR,2)
should equal LBOUND (RR,1).

K " BIN FIXED (31,0) containhg, k, the index of the column

’ of A te be perturbed.

XX (*)BIN FLOAT(21) containg the vector by which the matrix

A 1s to be perturbed. LBOUND (X,l) should equal
— LBOUND (RR,1). x

FAIL LABEL contains a label in the calling procedure to which
PERC will transfer if the procedure fails as described

above. In this event, RR is unchanged.
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May 30, 1974 Library Services Seriles
Document No. L§-2544-0
FROM: NCSU Pregramming Services

SUBJECT: TREDL, for Reduction of a Symmetsic Marrix to Tridiagonal Form
SUPPORT TYPE: A

DIRECT INQUIRIZS TO: Campus.NCECS Fragramming

This is a PL/i subprosedure whi-h uses Houasehoider's vedvction tc reduce a
symmetric matrix te rridiagonal form

This is a useful transformaricn prior to the computation of *o7ts and vectors
by some algorithms. 1f the vectors of a mar-ix redured by this przcedure have
been found, TRBAKl (LS-2435) can be used t2 obtain the vectors =f the original
mav rix.

TRED1 should be used if canly selected eigenvalues and correspcnding ectors arse
te be determined by BISECT (LS-215) or TRIURM {L5-25%), for example. It can be
uszd with any procedure for finding the eigenvilues ot a symmetric tridiagomnal
matrix (for example: LS-2%6, TQLlj; L3-724, RATQR:. IS multiple or close eigeon-—
vesrors are suspecved, TRED3 (L§-247) is prefecied.

If the original matrix has elements of widely varying orders of magnitude, it
is important that the smaller elements be in the upper left corner (and larger
elements in the lower right cormer) to reduce roundaff in this method.

This procedure is based ou the procedure TREDL desczibed in Handbook of Auto-
matic Computation, Vol. 2, Lineax Algebra; Wilkinson, Reimsch; Springer-Verlag
(1971), where a description of the methed can be found.
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Implemented versions are:
1) TRED1 (N,TOL,A,D,E,E2)

where .
N BIN FIXED(21,0} rentains the order of the matrix
to be reduced

TOL BIN FLOAT(21) should be 565980E-72,

A {*,*)BIN FLOAT{21) on call containsg, in its first N
rows and N columns, the matrix to be reduced.
Only the i:wer rrizngular elements are used.
On retuyn, The gr+y7% .ower triangle will con-
~ain details vn rhe *ransformarien which will
be nzeded by TRBAX1., The upper triangle is
undisrurbed,

D {*VBIN FLOAT{(Z1} gn veturn will centain, in its
first N elements, the diasgonz=l eiements of
the redured matcix, LROUND(D,1l) shculd equal
LBOUND 'A,1) .

E {*:BIN FLOAT(21} ou return will centain, ip . its
second thiough Nth elements, the N-1 sub-
diagonal elsments of rbe reduced matrix.
The firsr elements of E is set to zero.
LBOUND(E, 1} should equal LBOUND{A,1).

E? (*1BIN FLOAT(21) e return, E2{K)Y=E(K)**2, These
iquzres ave usad by procedure BISECT. If

squzves are not desired, E2 may be the same
name as E. LBOUND(E2,1) should equal LBOUND(A,l).

2) DTRED1 (N,TOL,A,D,E,E2)

where the parameters have the same meaning as with TRED1, except for;

TOL BIN FLOAT(53)  should be .24308653429E-62.
A " (*,%)BIN FLOAT(53)

D (*)BIN FLOAT(53)
'E (*)BIN FLOAT(53)

E2 (*)BIN FLOAT(53)
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Document No. LS-245-0
FROM: NCSU Programming Services

SUBJECT: TRBAK1l, for Obtaining Original Eigenvectors from
Those of a Derived Tridiagonal Matrix

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus,/NCECS Programming Services

After finding the eigenvectors oif a tridiagonal matrix which was obtained by
Householder reduction of a symmetric matrix by procedure TRED1 (LS-244) or
similar procedure, this PL/I subprocedure can be used to obtain the vectors
of the original matrix.

S This procedure is based on the procedure TRBAK] in the Handbocok of Auto-
matic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-
Verlag (1971), where a description of the method can be found.

Implemented versions are:

1) TRBAKI (N,M1,M2,A.E,2)

where
N BIN FIXED(31,0) gives the order of the symmetric
matrix.
(M1,M2) BIN FIXED(31,0) give two values, ml and m2, in-

dicating that eigenvectors ml thru m2 of the
derived tridiagonal matrix have been found.

A (*,%)BIN FLOAT(21} contains in the subdiagonal elements
of its first N rows and N columns, the details
of the Householder reduction as produced by
TREDl1. LBOUND(A,l1) should equal LBOUND(A,2).

E (*)BIN FLOAT(21) contains, in its second through Nth
elements, the N-1 off~-diagonal elements of the
tridiagonal matrix, with its first element equal
to zero, as produced by TRED1. LBOUND(E,1) should
equal LBOUND(A,L).

YA (*,%)BIN FLOAT(21) on call contains, in its first M2-Ml+l
columns, eigenvectors M1 thru M2 of the tridiagonal

. matrix normalized according to the Euclidean norm.
' The vectors occupy the first N elements of each
column., On return, these vectors are replaced by
the original problem. LBOUND(Z,1l) should equal
LBOUND(A,1).
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June 4, 1974 Library Services Series
Document No. LS5-246-0
FROM: NCSU Programming Services

SUBJECT: TREDZ for Reduction of a Symmetric Matrix to Tridiagonal Form
SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which uses Householder's reduction to reduce a
symmetric matrix to tridiagenal form.

This is a usaful transformation prior to the computation of roots and vectors
by some algorithms. This procedure should never be used if vectors are not

— required. Its use is mandatory preceding use of TQL2 (L8-257) or IMTQL2
(Ls-259), for general symmetric matrices.

If the original matrix has elements of widely varying orders of magnitude, it
is important that the smaller elements be in the upper left corner (and larger
elements, in the lower right corner) to reduce roundoff in this method.

This procedure is based on the procedure TRED2 described in Handbook of Auto-
matic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-Verlag
(1971), where a description of the method can be found.

Implemented versions are:

1) TRED2 {N,TOL,A,D,E,Z)

where ,
N BIN FIXED(31,0) contains the order of the matrix
to be reduced.
TOL BIN FLOAT(21) should be .565980E-72.
A (*,*)BIN FLOAT(21) on call contains, in its first

N rowe and N columns, the matrix to be reduced.
Only the lower triangle is used in the com-
putations. This name can be the same name as
Z below, in which case, on return, the values
in A are destroyed; otherwise the values in A
are undisturbed. LBOUND(A,2) should equal
LBOUND(A,1).
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A (MPBIN FLOAT(21) on return contains, in its

first N elements, the diagonal elements
¢f the tridiagonal matrix. LBOUND(D,1)
should equal LBOUND{A,1).

(*)BIN FLOAT(21) on return contains, in its second
through Nth elements, the N-1 elements of the
subdiagonal of the tridiagonal matrix. The
first element is set to zero. LBOUND(E,l)
should equal LBOUND(A,Ll)}.

(*,*)BIN FLOAT(21) on return contains, in its first

N rows and N coiumns, the orthogonal matrix
which is the product of the Householder trans—
formation matrices. 2 can be specified as

the same name as A, in which case the original
matrix is cverwrirtean. LBOUND(Z,l) and
LBOUND(Z,2) shonld equal LBOUND(A,l) and
LBOUND(A,2) respectively. This matrix will

be required by TQL2, cr IMTQLZ2.

2) DTREDZ (N,TOL,A,D,E,Z)

where the parameters have the same meaning as with TRED2, except for:

TOL

A

BIN FLOAT(53) should be ,24308653429E-62.
(*,*)BIN FLOAT(53)
{*)BIN FLOAT(53)
(*)BIN FLOAT(53)

(*,%)}BIN FLOAT(53)
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FROM: NCSU Programming Services

SUBJECT: TRED3 for Reduction of a Symmetric Matrix to
Tridiagonal Form

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which uses Householder's reduction to reduce a
symmetric matrix to tridiagonal form. The symmetric matrix is presented in
a compressed form. :

TRED1 (LS=244) offers the same function for the matrix stored in general form.

This is a useful transformation prior to the computation of roots and vectors
by some algorithms. If the vectors of a matrix reduced by this procedure have
been found, TRBAK3 (LS-248) can be used to obtain the vectors of the original
matrix, If multiple or close roots are suspected, TRED3 is prefaerred over
TRED1.

If the original matrix has elements of widely varying orders of magnitude, it
is important that the smaller elements be in the upper left corner (and larger
elements in the lower right corner) to reduce roundoff in this method.

This procedure is based on the procedure TRED3 described in Handbook of Auto-
matic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer~Verlag
(1971), where a description of the method can be found.

Implemented versions are:

1) TRED3 (N,TOL,A,D,E,EZ)
where

N BIN FIXED(31,0) <contains the order of the matrix
to be reduced. :

TOL BIN FLOAT(21) should be .565980E-72.
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&

A (*)BIN FLOAT(21l) on call contains, In its first
N*(N+1)/2 elements, the elements of the
lower triangle of the matrix to be reduced
stored in the order @31 851 899 83y 8ao,
844> ete. On return, the matrix has been re-

placed with details on the transformation.

3] (*)BIN FLOAT(21) on return will contain, in its
first N elements, the diagonal elements of
the reduced matrix. LBOUND{D,l) should equal
LBOUND{A,L).

. LRS- N -

E (*)BIN FLOAT(21) on return will contain, in its
second through Nth elements, its N-1 sub-
diagonal elements of the reduced matrix. The
first elements of E are set to zero. LBOUND(E,1)
should equal LBOUND(A,l).

E2 (*)BIN FLOAT(21) on return, E2(K)**2, These squares
are used by procedure BISECT (LS-213). If squares
are not desired, E2 may be the same name as E.
LBOUND(E,1} should equal LBOUND(A,1).

2) DTRED3 (N,TOL,A,D,E,E2) '
where the parameters have the same meaning as with TRED3, except for:

Note:

TOL ~ BIN FLOAT(S53) = should be .24308653429E-62.
A - {#)BIN FLOAT(53) D s

D (*)BIN FLOAT(53)

E (*)BIN FLOAT(53)

E2 (*)BIN FLOAT(53)

For convenience in referring to elements of the 'compressed' symmetric
matrix, the user might wish to use iSUB defining. 1In this case, the
iSUB algorithm can be illustrated by:

DCL AA(6),A(3,3) DEF AA (2SUB+(1SUB*(1SUB~1))/2);
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FROM: NCSU Programming Services

SUBJECT: TRBAK3 for Obtaining Original Eigenvectors from those
of a Derived Tridiagonal Matrix.

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

After finding the eigenvectors of a tridiagonal matrix which was obtained by
Householder reduction of a symmetric matrix by procedure TRED3 (LS-247) or
similar procedure, this PL/I subprocedure can be used to obtain the vectors
of the original matrix.

- This precedure is based on the procedure TRBAK3 in the Handbook of Automatic
Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-Verlag (1971),
where a description of the method can be found.

Implemented versions are:

1) TRBAK3 (N,M1,M2,A,Z)

where
N BIN FIXED({31,0) gives the order of the symmetric
matrix.
(M1,M2) BIN FIXED(31,0) give two values, ml and m2, in-

dicating that eigenvectors ml thru m2 of the
derived tridiagonal matrix have been found.

A (*)BIN FLOAT(2l) contains in its first (N*(N+1))/2
elements, details of the Householder reduction,
as produced by TRED3.

A (*,*)BIN FLOAT(21) on call contains, in its first
M2-M1+1 columns, eigenvectors Ml and M2 of the
tridiagonal matrix, normalized according to the
Euclidean norm. The vectors occupy the first N
elements of each column. On return, these
vectors are replaced by the vectors of the
original problem. LBOUND(Z,1l) should egual
LBOUND(A,1).
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FROM: NCSU Programming Services

SUBJECT: REDUCL, for Reducing a General Symmetric Eigenproblem
to the Standard Symmetric Eigenproblem.

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure for reducing the problem Ax=h\ Bx to the standard
symmetric eigenproblem Pz=\ 2z, where B=LL' and P--L-]'A(L')“1 and A is symmetric.
The derived system can be tridiagonalized by using procedure TRED1 (LS5-244).

If the eigenvectors of the derived system have been found, the eigenvectors of
the original system can be found by use of procedure REBAKA (LS-250).

The procedure will fail if B, or B modified by computational rounding errors,
1s not positive definite.

If in calling the procedure, N, below, is given as a negative value, REDUCL
assumes that the decomposition B=LL' has already been performed and elements
of L are in place in BB and DL as described below.

The procedure is based on the procedure REDUCl in the Handbook of Automatic
Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-Verlag (1971),
where a description of the method can be found.

Implemented versions are:

1) REDUC1 (N,AA,BB,DL,FAIL)

where
N BIN FIXED(31,0) gives the order of the matrices
A, B, and P.
AA (*,%*)BIN FLOAT(21) on call contains, in its first N

rows and N columns, the elements of A. Omly
the upper triangle elements need be correct.
- On return, it contains the lower triangle of
P. The strict upper triangle of A is pre-
gerved but 1ts diagonal is destroyed.
LBOUND(AA,1) should equal LBOUND(AA,Z).
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BB T®* *¥}BIN FLOAT{(21) on rall ¢ontains, in its Firsc N
tows and N c-1 - sns, the elements »f B Only
the upper trianzle =lemar*s n=2d be zorrect.
On retuin, it ~coraions the svbdiagonal elements
ot the marrix L ste-ed in 1ts strict lower
triangle The upper +<iargie -f B is undisturbed.
LBOUND (BB, 1) should equal TBOVND(BB,2) and LBOUND{AA,1).
DL (*#)BIN FLOAT(Z1) ¢n return contdaing, in its firstc N
elements, the diagcnal elzments of L. LBOUND(DL,1?
should equal LBOUND{AA,:).
FAIL LABEL is a label in rche calling program to which
REDUCL wili trangter 1f ~he prccedure fails.

2 of 2




A Durham TRIANGLE UNIVERSITIES COMPUTATION CENTER

TUCC.
Ressarch Triangle Park

[ ]

Uma;:::?““-~:£::=i\

Narth Carolina

Chapsl Hilt Py
N.C. State University
Raleigh

July 18, 1974 Library Services Series
Document No. LS-250-0

FROM: NCSU Programming Services

SUBJECT: REBAKA, for Obtaining Eigenvectors of Some General
Eigenproblems from Vectors of Derived Standard Problems.

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campua/NCECS Programming Services

This is a PL/I subprocedure which computes the eigenvectors, x, of the symmetric
problems Ax=h Bx, ABx=Ax and x'BA=\x' from the corresponding vectors z=L'x of the
derived standard symmetric problem. It 1s assumed that the derived problem was
obtained by REDUCL (LS-249), REDUC2 (LS-251) or some similar procedure.

h The procedure is based on the procedure REBAKA in the Handbook of Automatic
Computation, Vol. 2, Linear Algebra; Wilkinsom, Reinsch; Springer-Verlag (1971),
where a description of the method can be found.

Implemented versions are:

1) REBAKA (N,M1, M2,LL,DL,Z)
where

N BIN FIXED(31,0) @gives the order of A and B

(M1,M2) BIN FIXED(31,0) contain values ml and m2 in-
dicating that vectors ml thru m2 of the
derived problem have been found.

LL (*,*)BIN FLOAT(21) contains, in the strict lower
triangle of its first N rows and N columns,
the subdiagonal elements of L above (B=LL').
REDUC1 and REDUC2 leave L in this form.
LBOUND(LL,1) should equal LBOUND(LL,2).

DL (*)BIN FLOAT(21) contains, in its first N elements,
the diagonal elements of L. REDUCL and REDUC2
leave diag(L) in this form. LBOUND(DL,1)
should equal LBOUND(LL,1).

A (*,*)BIN FLOAT(21) on call contains, in its first
M2-M1+1l columns, ejgenvectors M1l thru M2 of
the derived problem. The vectors occupy the

: first N elements of each column. On return,
~ : these vectors are replaced by the vectors of
the original problem. LBOUND(Z,l) should
equal LBOUND(LL,1).
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July 18, 1974 ' Library Services Series
Document No. LS-251-0
FROM: NCSU Programming Services

SUBJECT: REDUC2, for Reducing Some Symmetric Eigenproblems to the
Standard Symmetric Eigenproblems.

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure for reducing the problems

y'AB= y' ABx=\ x
BAy=\y x'BA=rx'

to the standard symmetric eigenproblem Qz=\z, where A is symmetric, Q=L'AL,
and B=LL'.

The derived system can be tridiagonalized by using procedure TRED1 (LS-244).

If the eigenvectors of the derived system have been found, the eigenvectors of
the original system can be found by use of procedure REBAKB (LS-252) in the
case of the left two above problems, and by procedure REBAKA (LS5-250) in the
case of the right two.

The procedure will fail if B, or B modified by computational rounding errors,
is not positive definite.

If in calling the procedure, N, below, 1s given as a negative value, REDUC2
assumes that the decomposition B=LL' has already been performed and elements
of L are in place in BB and DL as deacribed below.

This procedure is based on the procedure REDUC2 in Handbook of Automatic Com-—
putation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-Verlag (1971),
where a description of the method can be found.

Implemented versions are:

1) REDUC2 (N,AA,BB,DL,FAIL)
where
N BIN FIXED(31,0) gives the order of A, B, and Q.
AA (*,*)BIN FLOAT(21) on call contains, in its first N
rows and N columns, the elements of A. Only
the upper triangle need be correct. On return,
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BB

DL

FAIL

(*,*)BIN

(*)BIN

Document No. LS-251~0

the lower triangle of A is replaced by the

lower triangle of ¢. The strict upper tri-

angle of A is undisturbed but its diagonal

is lost. LBOUND{AA,l) should equal LBOUND{AA,2).
FLOAT(21) on call contains, in its first N
rowa and N columns, the elements of B. Only the
upper triangle need be correct. On return, the
strict lower triangle of B 1s replaced by the
subdiagonal elements of L. The upper triangle of
B is undisturbed. LBOUND(BB,1) should equal
LBOUND (BE,2) and LBOUND(AA,1).
FLOAT(21) on return contains, in its first N
elements, the diagonal elements of L. LBOUND(DL,1)
should equal LBOUND(AA,l).

LABEL 18 a label in the calling program to which

REDUC2 will transfer if the procedure fails.
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FROM: NCSU Programming Services

SUBJECT: REBAKB, for Obtaining Eigenvectors of Some General
Eigenproblems from Vectors of Derived Standard Problems.

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which computes the eigenverrots, x, of the symmetriec

problems y'AB=)y', BAy=Ay from the corresponding rectors z=L'1y of the derived
standard symmetric problem. It is assumed that the derived problem was obtained
by REDUC2 (LS-251) or some similar procedure.

The procedure is based on the procedure REBAKB in Handbook of Automatic Compu-
tation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-Verlag (1971),
where a description of the method can be found.

Implemented versions are:

L) REBAKB (N,M1 ,M2,LL,DL,Z)
where

N BIN FIXED(3L1,Q) gives the crder of A and B

(M1,M2) BIN FIXED(31,0) contain vaiues ml and m2 indicating
that vectors ml thru m? of the derived problem
have been found.

LL (*,*)BIN FLOAT(21) contalins, in the strict lower triangle
of its first N rows and N columns, the subdiagonal
elements of L above (B=LL'). REDUCZ leaves L in
this form. LBOUND(LL,1) should equal LBOUND(LL,2}.

DL (*)BIN FLOAT(21) contains, in its first N elements,
the diagonal elements of L. REDUC2 leaves diag(L)
in this form. LBOUND(I}L,1) should equal LBOUND(LL,1l).

Z (*,*)BIN FLOAT(21) on call contains in its first M2-Ml+l
columns, eigenvectors M1 thru M2 of the derived
problem. The vectors occupy the first N elements
of each column. On return, these vectors are
replaced by the vectors of the original problem.
LBOUND(Z,1) should equal LBOUND(LL,1).
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: Document No. LS-253-0

FROM: NCSU Programming Services

SUBJECT: BANDRD, for Reducing a Real Symmetric Band Matrix to Tridiagond]
Form. ‘

SUPPORT TYPE: A
DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which transforms a real symmetric band matrix
to tridiagonal form by a sequence of Jacobi rotations. The matrix obtain-
ed is J=V'AV where A is the original matrix. V can be optionally obtained
as a result,

The eigenvaluesof the derived matrix can be found by TQL1 (LS-256), IMTQLI
(LS-258), BISECT (LS-215) or RATQR (LS-224). '

The matrix A is presented in the compressed form iltustrated by:

first third
column column
first row 51 2y, a14
422 823 24
233 334 X
4th row 344 X X

for an order 4 matrix with two bands above (and below) the diagonal.
The x's represent irrelevant values not used by the procedure.

The triangular matrix replaces the diagonal and first superdiagonal band
of the matrix A (first and second columns of the above). Other elements
of the returned matrix are irrelevant.

1..
The procedure is based on the procedure BANDRD in Handbook of Automatic

Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-Verlag
{(1971), where a description of the method can be found.
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[mplemented versions are:

1) BANDRD (N,M,MATV,A,V)

where
N BiN FIXED(31,0) contains the order of the matrix.
M BIN FIXED(31,0) contains the number of bands above
{and below) the diagonal (>1).
MATY BIT(1) contains '1'B if the transformation matrix
¥ 15 to be computed; '0'B, if not.
A (*,*)BIN FLOAT(21) on call contains, in its first N rows

and M+! columns the band matrix stored as described
above. On return, contains the tridiagonal matrix,
as described above.

v [+, *)BIN FLOAT{21) - IF-MRTVE*Q'B, this Watrix is unused and
can be any two dimensional matrix, e.g.: A. If
MATV='1'B, on return this will contain the computed
orthogonal transformation matrix in its first N rows
and N columns. LBOUND(V,1) and LBOUND(V,2) should
equa! LBOUND(A,1) if MATV='1'B.

23 DBANDRD (N,M,MATV,A,Y)
where the parameters have the same meaning as with BANDRD, except for:

A (*,*}BIN *10AT{53)
v {(*,*)BIN FLOAT(53)

- S 2of2




A Durnam TRIANGLE UNIVERSITIES COMPUTATION CENTER

TUCC.
Ressarch Triangls Park

[ ]
Umversity of \
North Carolina
Chapal Hill ®
N.C. Stae University

Raleigh

August 21, 1974~ Library Services Series
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FROM: NCSU Programming Services

SUBJECT: BQR, for Finding an Eigenvalue of a Symmetric Band Matrix
SUPPORT TYPE: A |

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which computes an eigenvalue of A+tl, where

A is a symmetric band matrix and t is a user supplied parameter. Usually
the eigenvalue found is the one nearest t but this is not guaranteed.

The QR algorithm with shifts of origin 1is used. More than one eigenvalue
can be found by repeated uses of BQR, but if all values are needed, BANDRD
(L5-253) is preferred.

To compute a smallest eigenvalue of B, provide the procedure with t and
A=B-tI.

The procedure returns a reduced matrix and a modified value of the para-
meter t which can be used in repeated uses of the procedure to find addi-
tional eigenvalues. A value of zero can be initially specified for t.

If it is necessary to guarantee the order of the values, this can be done
with BANET2 (LS-206). Vectors can be found by inverse iteration (see
SYMRAY, LS-229).

Only the upper triangle and diagonal of A are supplied, with elements
stored in the array AA, as illustrated for an order four matrix with 2
bands above (and below) the diagonal (m=2):

first (m+1)st
column column
first row - ay IP) 314
322 23 24
333 334 0
nth row - 3y 0 0
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The procedure will fail if more than 30 QR transformations are required to
isqlate a value.

The procedure is based on the procedure BQR described in Handbook of
Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-
Verlag (1971), where a description of the method can be found.

Implemented versions are:

1) BQR (N,M,TOL,AA,T,R,FAIL)

where
N BIN FIXED(31,0) contains the order of the matrix
M BIN FIXED(31,0) contains the number of bands above
{or below) the diagonal. . « pme S
TOL 'BIN FLOAT(2!) shou'd be .S565980E-72.

AA (*.*)BIN FLOAT(21} on cal'l contains, in its first N rows
and M*1 c3lumns, the band matrix stored as
i1lustrated sbove. On return, contains the matrix
reduced as a result of removing the found root.
This matrix can be used in another use of the pro-
cedure to find another eigenvalue. Note that the
user must reduce N by one before a second use.

T BIN FLOAT(2i) on call, contains the value of the
parameter t. On return, contains the computed
eigenvalue unless the failure exit was taken. The
returned vilue is used as input in the next use of
BQR, 1f the next required eigenvalue is the one
nearest to the currently computed one.

R BIN FLOAT(21) s given as zero in the first of a series
ot repeated uses. Or return it will be MAX(S,R)
where S=sum-norm of the last column of the input matrix.
This returned value is used- as input in the next use
of BQR. It is used to determine when the last row and
column of the current transformed matrix can be regard-
as negligible.

FAIL LABEL is a label in the user program to which BQR is
to transfer if the process fails.

2) DBQR (N,M,TOL,AA,T,R,FAIL)
where the parameters have the same meaning as with BQR except for:

TOL BIN FLOAT(53) should be .24308653429E-62
AA {*,*)BIN FLOAT(53)
T BIN FLOAT(53)
R BIN FLOAT(53)

Note: For convenience in referring to elements of the "compressed" band matrix
AA, the user might wish to use iSUB defining. In this case, the iSUB algorithm
can be illustrated, for the above example, by:
DCL  AA (4,0:2),
UP_TR1(4,4) DEF AA(1SUB,2SUB-iSUB};

2 of 2
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21, 1974 Library Services Series
Document No. LS-255-0

FROM: NCSU Programming Services

SUBJECT: TRIURM, for Selected Eigenvalues of a Symmetric Tridiagonal Matrix,
and the Corresponding Eigenvectors

SUPPORT TYPE: A
DIRECT INQUIRIES TO. Campus/NCECS Programming Services

This is a PL/I subprocedure which finds the eigenvalues of a symmetric
tridiagonal matrix 1ying between two given values, and the corresponding
eigenvectors. When the number of values to be found is small, say less
than 25% of the total, this is perhaps the most efficient algorithm. If

a larger number of values are to be found, TQLZ (LS-257) or IMTQL2 (LS-259)
are more efficient.

A full symmetric matrix can be reduced to tridiagonal form for use with
TRIURM by TRED1 (LS-244), TRED3 (LS-247) or a similar procedure.

The vectors found by this procedure are Euclidean rormalized.

The method of brsection is used to find the eigenvaiues and inverse
iteration is used to find the eigenvectors.

A call of the procedure with a negative value for argument M below will
cause the procedure tc return through the failure exit after setting M
to the number of eigenvalues in the specified interval, but not perform-
ing computation of the values.

This procedure s based on the procedure TRISTURM in the Handbook of
Automatic Computation, Vol. 2, Lirear Algebra; Wilkinson, Reinsch; Springer-
Verlag (1971), where a description of the method can be found.

Implemented versions are:

1) TRIURM {N,LB,UB,MACHEPS,EPS],C,B,BETA,M,R00T,VEC,COUNT,FAIL)

where )
N BIN FIXED(31,0) gives the order of the tridiagonal
matrix.

(LB,UB) BIN FLOAT(21) all eigenvalues between LB and UB are
to be computed.

PN ANY 12076 . RFSFARCH TRIANGIF PARK NORTH CARNLINA 27709
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MACHEPS  BIN
EPS1 BIN
C (*)BIN
B (*)BIN
BETA  (*)BIN
M BIN
ROOT  (*)BIN
VEC  (*,*)BIN
COUNT  (*)BIN
FAIL

LABEL

Document No., LS-255-0

shou'd be .953675E-6

FLOAT(21) gives the error to be tolerated in the
eigenvalues of smallest modules. If EPS1 s not
positive, the auantity MACHEPS*{ABS(LB)+RBS(UB)) is
used so that gn entry EPS1-0 is admissible.

FLOAT(21} «contains, n -ts f 3t N elements, the
diagonal of the r-rdiagonal matrix.

FLOAT(21) :n ca'l containsg, in its second thru

Nth elements, the subdiagonal elements of the matrix
with its first element eque! to zerol On return,
negligible elements have been replaced with zero.
LBOUND(B,1) <hould equal LBOUND(C,1).

FLOAT{21).. . or call BETA{:)=8(,)2*2 and on return
these e'ements aré Feplaced by the squares of the
raturred B3, LBOUND(BETA,1) should egqual LBOUND{C,1).

FIXED/3:,0) on call, contains an estimate of the
max:mum rumber of etgenvalues in the interval. The
prosedure wili *ail ¥ this turns out to be less
than the actual number :n the interval. On return,
this wili contain the number of values in the
interval, ~hus a call with M=~ will determine the
correct number

FLOAT!21)  or nornal
first M elements, the

TLOAT(27)

return, will contains, in its

M e‘genvalues, not always in
ascending sequence. If input M is less than return-
ed M, this vector iz upu:ed.

FLOAT(2!) on normal) return, will contain in its
first M columns the eigenvectors corresponding to
the computed eigenva'ues. The vectors occupy the
first N elements of each column. [BOUND(VEC,2)
should equal LBOUND(ROOT,1). LBOUND(VEC,1) should
equal LBOUND(C,1). If input M is less than returned
M, VEC is unused.

FIXED(15,0) on normal return contains in its 1th
element the number of iterations required to find
the ith eigenvector. LBOUND{COUNT,1) should equal
LBOUND(ROOT,1). If ¥Ynput M 1s less than returned M,
COUNT 15 unused.

gives a label in the user program to which
TRIURM will transfer if the procedure fails: when
input M is less than returned M, or when more than
5 iterations are required for any eigenvector. In
the latter case, the corresponding component of
COUNT %s set to 6. All M values and the preceding
vectors are correct.

2 st 2.
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Augustc 21, 1974 Library Services Series

Document No. LS-256-0

FROM: NCSU Programming Services

SUBJECT: TQLT, for Computing A11 the Eigenvalues of a Real Symmetric

Tridiagonal Matrix

-SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which computes the eigenvalues of a real
symmetric tridiagonal matrix, using explicit QL transformations.

The procedure will fail if more than 30 iterations are needed to isolate
any one eigenvalue.

If the matrix has elements of widely varying orders of magnitude, to
minimize the effects of round-off, it is important that the smaller
elements be in the upper left corner (and larger elements, in the lower
right corner).

This procedure may be preceded by TRED1 (LS-244) which reduces a general
symmetric matrix to tridiagonal form. If the above ordering condition is
satisfied for TRED1, it will be satisfied for TQL1 in the reduced matrix.
If this is not the condition, IMTQL1 (LS-258) is preferred over TQLI.

This procedure is based on the procedure TQL1 described in Handbook of
Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-

Verlag (1977), where a description of the method can be found.

Implemented versions are:

1)

TQLY {N,MACHEPS,D,E,FAIL)
where
N BIN FIXED(31) contains the order of the given
tridiagonal matrix.

MACHEPS BIN FLOAT(21) should be .953675E-6.

D (*)BIN FLOAT(21) on call, contains in its first N
elements, the diagonal elements of the tridiagonal
matrix; on return, contains the N eigenvalues in
ascending order of magnitude.
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E (*)BIN FLOAT(21) on call, contains in its 2nd through
Nth elements, the subdiagonal elements of the
tridiagonal matrix. The first element of E is
not used and may be arbitrary. On return, the
original information has been destroyed.
LBOUND(E,1) should equal LBOUND(D,1).

FAIL LABEL is a Tabel in the user program to which the
procedure will transfer if the process fails, as
described above.

B A . . "~ e
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August 21, 1974 Library Services Serijes
Document No. LS-257-0

FROM: NCSU Programming Services

SUBJECT: TQL2, for Computing A1l Eigenvalues and Eigenvectors of a
Symmetric Tridiagonal Materix

SUPPORT TYPE: A
DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This 1s a PL/l subprocedure wh:ch computes the eigenvalues and vectors of a

real symmetric tridiagonal matrix, T, using explicit QL transformations. If

the matrix T was obtained by Householder reduction, using TRED2 (LS-246), of

a symmetric matrix A, then TQLZ w11l find the vectors of A directly without

first finding the vectors of T Computed vectors are orthonormal almost to
- working accuracy.

If the matrix has elements of widely varying orders of magnitude, to minimize
the effects of roundoff, it is important that the smailer elements be in the
upper teft corner (and larger elements, in the lower right corner). If this
condition was satisfied for TREDZ2, it will be satisfied for this procedure.
If this is not the condition, IMTQL2 (LS-259) is preferred over TQLZ2.

This procedure may be used in combination with REDUC1 (LS-249) or REDUC2
(LS-251) for solving the generalized eigenprobiem.

The procedure is based on the procedure TQLZ described in Handbook of Auto-
matic Computation, Vol. 2, Linear Algebra; Wilkinson, Rainsch; Springer-Verlag
{1971), where a description of the method can be found.

Implemented versions are:

1) TQL2 (N,MACHEPS,D,E,Z,FAIL)

where
N BIN FIXED(31,0) contains the order of the matrix.
MACHEPS BIN FLOAT(2!) should be 953675E-6.
D {*)BIN FLOAT(21) on call contains, in its first N

elements, the diagonal elements. On return,
they are replaced by the computed eigenvalues,
in ascending order.
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E (*)BIN FLOAT(21) on call contains, in its second
through Nth elements, the N~1 elements of the
subdiagonal of T. The first element of F is
not used and can be of arbitrary value. On
return, these elements will be lost. LBOUND(E,1)
should equal LBOUND(D,1).

z (*,*)BIN FLOAT(21) on call, the first N rows and N
colums, will contain either a) the identify
matrix, ©f the vectors of T itself are desired
or b} if T was derived from a full symmetric
matrix by TRED2, and it is the vectors of that

-~matrix that are_desired:-.the-matrix Z which
is output by TRED2. On return, the columns of
Z will contain the appropriate ncrmalized eigen-
vectors. LBOUND(Z,1) should equal LBOUND(Z,2)
and LBOUND(D,1).

FAIL LABEL  is a label in the user program to which the
procedure will transfer if the more than 30
iterations are required to isolate any single
eigenvalue.

2) DIQL2 (N,MACHEPS,D,E,Z,FAIL)
where the parameters have the same meaning as with TQL2, except for:
MACHEPS BIN FLOAT(53) should be ,2220446049250314E~15.

D (*)BIN FLOAT(53)
E (*)BIN FLOAT(53)
Z (*,*)BIN FLOAT(53)

2 of 2
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Document No. LS-258-0

FROM: NCSU Programming Serwvices

SUBJECT: IMTQL1, for Computing A1l Eigenvalues of a Symmetric Tridiagonal
Matrix o

SUPPORT TYPE: A
DIRECT INQUIRIES TO: CampussNCECS Frogramming Services

This is a PL/I subprocedure which computes the eigenvalues of a real
symmetric tridiagonal matrix using implicit QL transformations. This
algorithim is advantageous cwver the TQL1 (LS-256) algorithm in that
ordering of the matrix elements {: not vital to roundoff control.

- Use of this procedure may be preceded by a procedure 1ike TRED! (LS-244,
Householder reduction) if the orig-n3zl matrix is a general symmetric
matrix,

The procedure will fail if more than 30 iterations are needed to isolate
any one eigenvalue.

The procedure is based on the procedure IMTQL1 described in Handbook of
Autcmatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-
Verlag (1971), where a description of the method can be found.

Implemented versions are:

1) IMTQL1 (N,MACHEPS,D,E,FAIL)

where

N BIN FIXED{31,0) <contains the order of the matrix.

MACHEPS BIN FLOAT(21) should be .953675E-6.

D (*)BIN FLOAT{21} on call contains, in its first N
elements, the diagonal elements of the tri-
diagona! matrix. On return, these elements are
replaced by the computed eigenvaiues, in ascend-
ing order.

E (*)BIN FLOAT(21) on call contains, in its second

through Nth elements, the N-1 elements of the

PN RAY 12076 — RESFARCH TRIANGIF PARK NORTH CAPN)INA 27709 =~
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subdiagonal of the matrix. The first element
of E is unused and may be arbitrary in value.

On return, these elements are lost. LBOUND(E,1)
should equal LBOUND(D,1).

FAIL LABEL  is a label in the user program to which
IMTQL! will transfer if the procedure fails.

2 of 2
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FROM: NCSU Programming Services

SUBJECT: IMTQLZ2, for Computing A1l Eigenvalues and Eigenvectors of a
Symmetric Tridiagonal Matrix

SUPPORT TYPE: A
DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which computes the eigenvalues ard vectors of a
real symmetric tridiagonal matrix using impiicit QL transformations. This
algorithm is advantageous over the TQLZ (LS-257) algorithm in that ordering
of the matrix elements is not vital to roundoff control.

Use of this procedure may be preceded by a procedure 1ike TRED2 (LS-246,
Householder reduction) if the original matrix, A, is a general symmetric matrix.

If the tridiagonal matrix, T, was obtained by such a reducticn, then IMTQL2
will find the vectors of A directly without first finding the vectors of T.

The process will fail if more than 30 iterations are required to isolate any
eigenvalue.

The procedure is based on the procedure IMTQLZ described in Handbook of Auto-
matic Computation, Voi. 2, Linear Algebra; Wilkinson, Reinsch; Springer-Verlag
{1977}, where a description of the method can be found.

Implemented versions are:

1) IMTQLZ (N,MACHEPS,D,E,Z,FAIL)

where
N BIN FIXED(31,0) contains the order of the matrix.
MACHEPS BIN FLOAT(21) should be .953675E-6.
D {(*)BIN FLOAT(21) on call contains, in its first N

elements, the diagonal elements of T. On
return, these elements are replaced by the
computed eigenvalues in ascending order.

E (*)BIN FLOAT{21) on call contains, in its second
through Nth elements, the N-1 elements of the
- subdiagonal of T. The first element of E is
not used and is arbitrary. On return, these
elements will be Tost. LBOUND(E,1) should
equal LBOUND(D,1).
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z (*,*)BIN FLOAT(21) on call, the first N rows and N
columns will contain efther a) the identity
matrix, if the vectors of T itself are desired
or b) if T was derived from a full symmetric
matrix by TREDZ, and it is the vectors of that
matrix that are desired: the matrix Z which 1s
output by TRED2. On return, the columns of Z
will contain the appropriate normalized efgen-
vectors. LBOUND(Z,1) should equal LBOUND(Z,2)
and LBOUND(D,1).

LABEL FAIL is a label in the user program to which
IMTQLZ will transfer if the procedure fails.

) ‘_‘“-- g -
TR Y N

2) DIMTQLZ (N,MACHEPS,D,E,Z,FAIL) ~
where the parameters have the same meaning as with IMTQL2 except for:
MACHEPS BIN FLOAT(53) should be .222044604924E-15.

D (*)BIN FLOAT(53)
E (*)BIN FLOAT(53)
Z (*,*)BIN FLOAT(53)

2 of 2
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September 4, 1974 Library Services Series

FROM:

SUBJECT:

Document No. L5-260-0

NCSU Programming Services

COMNCE, Norm Reducing Transformation for Complex Square Matrices

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which perfgrms a norm-reducing diagonal

similarity transformation on a compiex square matrix. This is a useful and
often desirable transformation to perfarm prior to computing eigenvalues by
many algorithms as it will reduce computational roundoff errors. The pro-
cedure also recognizes "isolated” eigenvalues (available by inspection with-
out any computation) and its use insures that such eigenvaiues are determined
exactly, however ill-conditioned they may be. The effect of the procedure

is to transform the matrix so that rows and columns have nearly the same norm.

[f the eigenvectors of a matrix which have been balanced by this procedure
are found, the vectors of the ortginal matrix can be 0bta1ned through use of
the procedure COBBAK (LS$-266).

The procedure is based on the procedure BALANCE described in Handbook of
Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-

Veriag (1971), where a descr1pt1on of the method can be found.

Implemented versions are:

V)

COMNCE (N,B,A,LOW,HI,D)

where
N BIN FIXED(31,0) <contains the order of the matrix.
B BIN FIXED(31,0) should be 16.
A (*,*)BIN FLOAT(21) COMPLEX on call contains, in its

first N rows and N columns the matrix to be
balanced. On return, the original matrix is
overwritten by the balanced matrix. LBOUND(A,1)
should equal LBOUND{A,2).

{LOW,HI) BIN FIXED(31,0) on return, are two integers such
that A{I,J) is zevo if I>J and J=1 to LOW-1 or
I=H1+| to N.
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D (*}BIN FLOAT{21) on return, contains information on
the transformations, and the scaling factors
used, which will be needed by certain other
procedures, like COBBAK. LBOUND(D,1) should
equal LBOUND(A,1).

2 of 2
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September 4, 1974 Library Services Series
Document No. LS-261-0

FROM: NCSU Programming Services

SUBJECT: COMHES, for Reduction of a Complex Matrix to Upper-Hessenberg Form
SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which will reduce a specified submatrix of a
compTex matrix to upper-Hessenberg form by stabilized elementary (non-
orthogonal) similarity transformations.

This procedure will be more effective if the matrix to be reduced is pre-
conditioned by COMNCE (LS-260) or some similar procedure.

= If eigenvectors of the derived matrix are later computed, the eigenvectors
of the original matrix can be obtained by COMBAK (LS-265).

This procedure is based on the procedure COMHES described in Handbook of
Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer=-
Verlag (1971), where a description of the method can be found.

Implemented versions are:

1} COMHES (NsK,L,A,INT)
where
N BIN FIXED(31,0) s the order of the full matrix.

(K,L) BIN FIXED(31,0) the procedure reduces the submatrix
of order L-K+1 which starts at A(K,K) and finishes
at A(L,L). If the entire matrix is to be reduced:
K=LBOUND(A,1) and L=K+N-1. If -COMNCE has been
previously used, its output LOW and HI are used
for K and L.

A (*s*)BIN FLOAT(21) COMPLEX on call contains, in its first
N rows and N columns, the matrix to be reduced.
On return, the derived Hessenberg matrix has replac-
ed the specified submatrix. The zeros in the lower
portion of the Hessenberg matrix are replaced with
multipliers used in the reduction. LBOUND{A,1)
- should equal LBOUND{A,2).
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INT (*)BIN FIXED(15,0) on return, contains in elements K
: threugh L a description of the row and column inter-
changes involved in the reduction. This will be
needed later by COMBAK, if that is used. LBOUND{INT,1)
should equal LBOUNB(A,1). _

2 of 2
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September 4, 1974 Library Services Series
Document No. LS-262-0

FROM: NCSU Programming Services

SUBJECT: COMLR, for Finding A1l Eigenvalues of a Complex Upper Hessenberg
Matrix

SUPPORT TYPE: A
DIRECT INQUIRIES TO: Campus/NCECS Programming Serviies

This is a PL/I subprocedure for finding all the eigenvalues of a complex

upper Hessenberg matrix by LR triangularizatiens. IFf the original matrix

was not in Hessenberg form, it is assumed to have been reduced to that
Form by)COMHES (LS-261), or some similar procedure, and balanced by COMNCE
L5-260).

This procedure is based on the procedure COMLR in Handbook of Automatic
Computation, Vol. 2, Linear Aigebra; Wilkinson, Reinsch; Springer-Verlag
(1671), where a description of the method can be found,

Implemented versions are:

1) COMLR (N,MACHEPS,H,N,FAIL)

where
N BIN FIXED(31,0) contains the order of the matrix.
MACHEPS BIN FLOAT(21) should be .953675E-6,
H (*,*)BIN FLOAT(21) COMPLEX on call contains, in its

first N rows and N columns, the Hessenberg
matrix. On return, the matrix has been destroyed.
LBOUND(H,2) should equal LBOUND(H,T).

W (*)BIN FLOAT(21) COMPLEX on return contains, in its
first N elements, the computed eigenvalues.
LBOUND{W,1) should equal LBOUND(H,1).

FAIL LABEL is a label in the calling program to which
COMLR will transfer if any eigenvalue takes more
than 30 iterations.
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September 4, 1974 , Library Services Series
Document No. LS-263-0

FROM: NCSU Programming Services

SUBJECT: COMLRZ2, for Finding A11 Eigenvalues and Eigenvectors of a Complex
Upper Hessenbgng Matrix

SUPPORT TYPE: A
DIRECT INQUIRIES TO: Campus/NCECS Programming Serwices

This is a PL/I subprocedure which computes all eigenvalues and unnormalized
vectors of a complex upper Hessenberg matrix, by LR triangularization. If

only a few selected vectors are required, COMLR (LS-262) followed by CXIVIT
(LS-264) is more efficient.

If the Hessenberg matrix was arrived at by reduction of a general matrix, it

is assumed COMHES (LS-261), or a sim:lar procedure, performed the reduction.

Tt is recommended when starting with a general matrix, to balance the matrix

with COMNCE (L5-260) prior to COMHES. The vectors of the original unbalanced
matrix can be obtained by COBBAK (1.5-266).

This procedure is based on the procedure COMLR2 in Handbook of Automatic

Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-Veriag
(1971), where a description of the method can be found.

Implemented versions are:

1) COMLR2 (N,LOW,HT,MACHEPS,INT,H,W,V,FAIL)

where
N BIN FIXED(31,0) gives the order of the matrix.

{LOW,HI) BIN FIXED(31,0) if the matrix has been balanced
by COMNCE, these are the indices LOW and HI
returned by that procedure. If not, set
LOW=LBOUND(H,1) and HI=LOW+N-1.

MACHEPS BIN FLOAT(21) should be .953675E-6.

INT (*)BIN FIXED(15,0) if the Hessenberg matrix was
obtained by COMHES, this is the result INT
produced by COMHES. If the original matrix
was in Hessenberg form, set INT(I)=I, for the
tirst N elements. LBOUND{INT,1) should equal
LBOUND(H,1)}.
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H {*,*)BIN FLOAT(21) COMPLEX on call contains the upper
Hessenberg matrix stored in the relevant parts
of the first N rows and N columns. If the
matrix was obtained from COMHES, the remaining
elements will contain the multipliers used in
the reduction. 1f the origiral matrix was in
Hessenberg form, the vemainirg elements must
be zero. On return, the stri:t upper triangle
contains the components of the eigenvectors of
the triangular matrix produced by the LR
algorithm. LBOUND(H,1) should equal LBOUND(H,2).

W (*}BIN FLOAT(21) COMPLEX on return contains, in its
: first N etements, the-computed eigenvalues.
LBOUND(W,!) chou'd equa®l LBQUND(H,1).

v (*,*)BIN FLOAT(21} COMPLEX on returr contains, in its
frrst N columns, the vectors of the original
matr s, [f COMHES was used, ¥ is the eigenvectors
of the Input mat+ix to COMHES., LBOUND(V,1) should
equal LBOUND{H,1; and LBOUND{V,2).

FAIL LABEL  is a label ‘n the user program to which the
procedure will transfer 1f mcre than 30 iterations
are used to find any one eigenvalue.

2) DCOMLRZ (N,LOW,HI ,MACHEPS,INT,H,W.V,FAIL)
where the parameters have the same meaning as with COMLR2 except for:
MACHEPS BIN FLOAT(53) should be .2220446049250314E-15

H (*,%)BIN FLOAT(53) COMPLEX
W (*)BIN FLOAT(53) COMPLEX
v (*,*)BIN FLOAT{53) COMPLEX

2 of 2
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Document No. LS-264-0

FROM: NCSU Programming Services

SUBJECT: CXIVIT, for Finding Selected Eigenvectors of a Complex Upper
Hessenberg Matrix

SUPPORT TYPE: A
DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which uses inverse iteration to find r selected
eigenvectors of a complex upper Hessenberg matrix, given the eigenvalues of
the matrix.

It is assumed the eigenvalues have been found by COMLR (LS-262) or a similar
procedure so that they are ordered so as to have the correct affiliation.

If more than, say 25% of the eigenvectors are required, COMLR2 (LS-263) is
to be preferred.

This procedure is based on the procedure CXINVIT in Handbook of Automatic

Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch: Springer-Verlag
(19;15, where a description of the method can be found.

Implemented versions are:

1) CXIVIT (N,MACHEPS,C,A,W,Z)

where
N BIN FIXED(31,0) contains the order of the matrix.
MACHEPS BIN FLOAT(21) should be .953675E-6.
C (*)BIT(1) indicates the eigenvalues, in W below, for

which the eigenvectors are required. If the vector
corresponding to W(I) is desired, C(I)='1'B; other-
wise, C(I)='0'B. LBOUND(C,1) should equal LBOUND(W,1)
and the first N elements of C are used.

A {*,*)BIN FLOAT(21) COMPLEX contains the upper Hessenberg
matrix in its first N rows and N columns. LBOUND(A,1)
should equal LBOUND(A,2).

W (*)BIN FLOAT(21) COMPLEX on call contains, in its first
- N elements, the eigenvalues of A. On return, the
real parts of the selected eigenvalues have been
perturbed where necessary to separate close eigen-
values. LBOUND(W,T) should equal LBOUND(A,1).
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Z (*,*)BIN FLOAT(21) COMPLEX on return contains, in
its first r columns, the computed eigenvectors.
Each vector occupies the first N elements of a
column. Any vector that is not accepted is set
to zero. LBOUND{Z,1) and LBOUND(Z,Zg should
equal LBOUND(A,1).
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Document No. LS-265-0

FROM: NCSU Programming Services

SUBJECT: COMBAK, for Obtaining the Original Eigenvectors from Those of a
Derived Complex Hessenberg Matrix

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

After finding the eilgenvectors cof a complex Hessenberg matrix, of order n,
which was obtained by applying COMHES (LS5-261) to a general complex matrix,
this subprocedure can be used tu obta'n the vectors of the original matrix.
This procedure is based on the procedure COMBAK described in Handbook of

_ Automatic Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Spr?nger-
- Verlag (1971), where a description of the method can be found

P
Implemented versions are:

1) COMBAK (LOW,HI,R,A,INT,Z)
where
(LOW,HI)  BIN FIXED(31,0) contains the indices LOW and HI
returned by COMNCE (LS-260) if 1t was used to
prepare the matrix for reduction to Hessenberg
form. Otherwise, LOW=LBOUND{A,1) and HI=LOW+n-1,
where n is the order of the matrix.

R BIN FIXED(31,0) contains the number of vectors of
the Hessenberg matrix which have been found.

A (*,*)BIN FLOAT(21) COMPLEX contains the matrix returned
by COMKES.

INT (*)BIN FIXED(15,0) contains the array describing the
interchanges used in COMHES.

Z (*,*)BIN FLOAT(21) COMPLEX on call contains, in its first

R columns, R eigenvectors of the derived Hessenberg
matrix. The elements of the eigenvectors occupy
the first n elements of each column. On return,
these vectors will be repliaced by the vectors of
the original matrix. These vectors are not

- normalized. LBOUND(Z,1)} should equal LBOUND(A,1)
and LBOUND(Z,2).
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FROM: NCSU Programming Services

SUBJECT: COBBAK, for Obtaining the Original Eigenvectors from Those of a
Comptlex Matrix Which Had Been Balanced.

SUPPORT TYPE: A
DIRECT INQUIRIES TO: Campus/NCECS Programming Services

After finding the right-hand eigenvectors of a matrix which had been
balanced by use of COMNCE (LS-260), this subprocedure can be used to
obtain the eigenvectors of the original matrix.

The procedure is based on the procedure BALBAK in Handbook of Automatic
Computation, Vol, 2, Linear Algebra; Wilkinson, Reinsch; Springer-Verlag

- {1971), where a description of the method can be found.

Implemented versions are:

1) COBBAK (N,LOW,HI.M,D,Z)

where
N BIN FIXED(31,0) contains the order of the eigenvectors.

(LOW,HI) BIN FIXED(31,0) contain the indices LOW and HI
returned by COMNCE.

M BIN FIXED(31,0) contains the number of eigenvectors
to be transformed.
D (*)BIN FLOAT(21) <contains the information on the COMNCE

transformations, as returned by COMNCE.

z (*,*)BIN FLOAT(21) COMPLEX on call contains, as its first
T M columns, the eigenvectors to be transformed.
The vectors occupy the first N elements of each
column. On return, these vectors will be replaced
with vectors of the original matrix.

P.O0. BOX 12076 — RESFARCH TRIANGLF PARK. NORTH CAROLINA 27709




2 ouemom TRIANGLE UNIVERSITIES COMPUTATION CENTER

TUuCLC.,
3 Research Triangle Park

Ure_atsity of \
North Carolina
Chapel Hill °
N.C. State University

Ralwigh

Library Services Series

September 4, 1974
bocument No. L$S-267-0

FROM: NCSU Programming Services
SUBJECT: BALNCE, Norm Reducing Transformation for Real Square Matrices
SUPPORT TYPE: A

DIRECT INQUIRLES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which performs a norm—reducing diagonal similarity
transformation on a real square matrix. This is a useful and often desirable
transformation to perform prior to computing eigenvalues by many algorithms
as 1t will reduce computaticnal roundoff errors. The procedure also recognizes
"igsolated" eigenvalues (available by inspection without any computation) and its
use insures that such eigenvalues ave determined exactly, however ill-conditioned
they may be. The effect of the procedure 1s to transform the matrix so that rows
- ‘and columns have nearly the same norm.

If the eigenvectors of the balanced matrix are found, the vectors of the original
matrix can be obtained through use of the procedure BALBAK (LS-268).

The procedure is based on the procedure BALANCE described in Handbook of Avtomatic
Computation, Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-Verlag {1971),
vhere a description of the method can be found.

Implemented versions are:

1) BALNCE (N,B,A,LOW,HI,D)
where

N BIN FIXED(31,0) contains the order of the matrix.

B BIN FIXED(31,0) should be 16.

A (*,*)}BIN FLOAT(21) on call contains, in its first N
rows and N columns, the matrix to be balanced.
On return, the original matrix 1s overwritten
by the balanced matrix. LBOUND(A,1) should
equal LBOUND(A,?2).

(LOW,HI) BIN FIXED(31,0) on return, are two integers such
that A(I,J) 1s zero if I>J and J=1 to LOW-1 or
I=HIi+1l to N.

D {(*)BIN FLOAT(21) on return, contains information on
the transformations, and the scaling factors

— used, which will be needed by certain other

procedures, like BALBAK.. LBOUND(D,l) should
equal LBOUND(A,1).
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2) DBALNCE (N,B,A,LOW,HI,D)
where the parameters have the same-meaning: as with. BALNCE except for:
A : {*,*)BIN° FLOAT(53)
D {*)BIN FLOAT(53)
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FROM: - NCSU Programming Services

SUBJECT: BALBAK, for Obtaining the Original Eigenvectors from Those of a
Real Matrix Which Had Been Balanced

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

After finding the right-hand elgenvectors of a matrix which had been balanced

by use of BALNCE (LS-267), this subprocedure can be used to obtain the eigenvectors
of the original matrix.

The procedure is based on the procedure BALBAK in Handbuok uf Antomatic Computation,

Vol. 2, Linear Algebra; Wilkinmson, Reinschj Springer-Veriag (1971), where a
desc¢ription of the method can be found.

Implemented versions are:

1) BALBAK (N,LOW,HI,M,D,Z)

where

N BIN FIXED{(31,0) contains: the order:of:the eigenvectors

{LOW,HI) BIN FIXED(31,0) contain the indices LOW and HI returned
by BALNCE.

M BIN FIXED(31,0) contains the number of eigenvectors to
be transformed.

D (*)BIN FLOAT(21) contains the information on the BALNCE
transformations, as returned by BALNCE.

y/ (%,%*)BIN FLOAT(21) on. call contains, as 1its first M

columns, the eigenvectors to be transformed. The
vectors occupy the first N elements of each colummn.

On return, these vectors will be replaced with vectors
of the original matrix. Note that the storage corre-
spondence of elgenvectors to eigenvalues depends on
the choice of subprocedure for finding the vectors.
LBOUND(Z,1) should equal LBOUND(A,1).

2) DBALBAK (N,LOW,HI,M,D,Z)
where the parameters have the same meaning asa with BALBAK, except for:
D (*)BIN FLOAT(53)
Z (*,*)BIN FLOAT(53)
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FROM: NCSU Programming Services

SURJECT: ORTBAK, foar Obtaining rhe O-iginal Eigenvectors from Those of a
Derived Hessenberg Matrix

SIPPORT TYPE: &

DIRECT TNQUIRIES TO: Campuc /NCECS Trog-amming Services

Afrer finding the elgenvecrors. of z Uesgenberg matrix, nf order n, which was
nbtained by applving ORTHES (L$-272) ro a geverral resl matrix, this subpro-
edure ran be used to obtair rhe vestore 2f the criginal matrix.

This procedure 15 based on the pro-adure ORTBAK describad in Handbook of
Auromafic_Computation. Vol. 2, Iinear Algebra; Wilkiuson, Reinsch; Springer-
Verlsg £1971), where a descriprion ot the mettod can be found.

Implemented versions are:

1Y ORTBAK {(LOW,BI,R,A,D,2)
where
(1OW,HL? BIN FIXED(2!.0) contains the indi-:es LOW and HI
retri-ned by BALNCE (1L5-267).1f rhat was used to
prepare the matrix for reduction to Hessenberg form.
Otberwise LOW=LBOUND(A,l) and HI=LOW+n-1 where n
1s the order of the matrix specified for ORTHES.

R BIN FIXED(31.0) contains the number of eigenvectcrvs
of the Hessenberg matrix which have been found.

A (*,*)BIN FLOAT{2L) routains the matrix returned by ORTHES.

D {*YBIN FLOAT(Z1) on call contains information about the
orthogonal traveformations as returned by ORTHES.
This information ig destwoyed by ORTBAK.

Z (% *YRIN FLOAT{(21) ~n ¢all contains, in its first R columns,

R eigenve:rovrs of the derived Hessenberg matrix. The
elemenr= ~f the eigenvectors occupy the first n- elements
of each column. On return, these vectors will be replaced
by the vectors cf the original matrix. These vectors

are n>t nermalized. Note that' rthe storage correspondence
of exgenvectore ro eigenvalues depends on the choice of
subproredure for finding the vectors, LBOUND(Z,l) should
equal BLOUND{A,1).
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Document No. LS-271-0
FROM: NCSU Programming Services

SUBJECT: ORTANS, for Finding the Transformation Matrix in a Hessenberg
Reduction

SIYPPORT TYPE: A

DIRECT TNQUIRIES TO: Campus;NCECS Programming Services

This is a PL/I subprocedure which: foerms the matrix of actumulated trans-
f-;mations 1nvolved in the Hessenberg reduction in ORTHES- (LS-273).

Thie matrix is required by HQRZ (L€-276) which finds all the eigenvalues
and eigenvectors of the original matrix. input: to ORTHES.

The procedure is based on the procedure CRTRANS degcribed in Handbook of
- Automatic Computation, Vol. 2, Linear Algebra; Wilkineon, Reinsch; Springer-
Verlag (1971), where a description of the method can be found.

Implemented versions are:

1) ORTANS (N,LOW,HI,H,D,V)
where
N BIN FIXED(31) 4is the order of the full matrix.

(LOW,HI) BIN FIXED(3l) contains the indices LOW and HI
returned by BALNCE (LS~267)-is that was used to
prepare the matrix for reduction to Hessenberg
form. Otherwise, LOW=LBOUND(H,l) and HI=LOW+N-1

H (*,*)BIN FLOAT(21) contains the Hessenberg matrix
produced by ORTHES. LBOUND(H,1) should equal
LBOUND(H, 2).

D (*)BIN FLOAT(21) contains information produced by
ORTHES. This information is destroyed by
ORTRANS.

v (*,*)BIN FLOAT(21) on return, contains, in its first

N rows and N columns; the matrix defining the
similarity reduction from:the original matrix
to H. LBOUND(V,1) should equal LBOUND(V,2)
and LBOUND(H,1).
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Document No. LS-273-0

FROM: NCSU Programming Services

SUBJECT: ORTHES, for Reduction of a Real Square Matrix to Upper-Hessenberg
Form

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I subprocedure which will reduce a specified submatrix of a
real, square matrix to upper-Hessenberg form by orthogonal transformations.

This procedure will be more effective if the matrix to be reduced is pre-
-onditioned by BALNCE (LS5-267) or some similar procedure.

if eigenvectors of the derived matrix are later computed, the eigenvectors
of the original matrix can be obtained from' ORTBAK {1L5-270).

The procedure is based on the procedure ORTHES . described in Handbook of
Automatic Computation,.Vol. 2, Linear Algebra; Wilkinson, Reinsch; Springer-
Verlag (1971), where a description of the method can be found.

Implemented versions are:

1) ORTHES (N,K,L,TOL,A,D)
where
N BIN FIXED (31,0) contains the order of the matrix to

be reduced.

{K,L) BIN FIXED(31,0) the procedure reduces the submatrix
of order L-K+l1 which starts at A{K,K) and finishes
at A(L,L). If the entire matrix is to be reduced:
K=LBOUND(A,1) and L=K+N-1. If BALNCE has been
previously used, its output LOW and HI are used
for K and L.

TOL BIN FLOAT(21) should be .56598¢E-72

A (*,%*)BIN FLOAT(21) on call contains, in its first N rows
and N columns, the matrix to be reduced. On return,
the derived Hessenberg matrix has replaced the
- specified submatrix. The zeros in the lower portion
of the Hessenberg matrix are replaced with multipliers
used in the reduction. LBOUND(A,l) should equal
LBOUND(A,2) .
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D (*)BIN FLOAT(21) on return contains, in elements K
through L, additional infermaticn-on the trans-
formations used. This will be required in ORTBAK,

if that 1s used. LBOUND(D,1) should equal LBOUND
(4,1).
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Dot e

FROM: NS Programming Services

~UBIECT:  DIRANS, for Finding the Transformation Matrix in a Hessenberg
Reducrion

SHPTpY "‘\']-"F: A

D}RETT INQUIRIES TO: Campus/NCECS Programming Servi-es

k- fes 3 FL/Y subpricedrre which forme the matrix of accumulated transforma—
“.n« ~nmv~lied in the Hessenberg veduction in DIRHMES (LS-272).

'tis marrix ts vequired bv HQRZ (15-276) which finds all the eigenvalues and
e v tore of the orviginal matrix input to DIRHES.

fhe n- edu-e iz based on the procedure DIRRANS described in Handbook of
Arcoma ot - Compuratiom, Vel 2, Lineaxr Algebra; Wilkinsom, Reinsch; Springer-
Heoovag 11000 0 where a des-ription of the method can be found.

‘mpl=menr=d reysions are:

1Y NTRaNS (N, IOW,HT,INT,H,V)
whete
N BIN FIXED(31) 1s the order of rhe full matrix.

(1LOW, HIY BIN FIXED(3D) containg the indices LOW and HI returned
by BALNCE (LS-267) 1if that was used to prepare the
matrix for reduction to Hessenberg form., OQthe wise,
LOW=LBOUND(H,1) and HI=LOWHN-1.

TNT {+YBIN FIXED(15) contains information produced by DIRHES.
LBOUND(INT,1) should equal LBOUND{H,1).

H f+,*1BIN FIOAT(21) contains the Hessenberg matrix produced
by DIRHES. LBOUND(H,1) should equal‘LBOUND(H,2).

v (*, *YBIN FICAT(21) on return, contains, in its first N rows

and N cclumns, the matrix defining the similarity
reduction from the original matrix to H. LBOUND{V,1)
should equal LBOUND(V,2) and LBOUND(H,1).

°- DDTRANS (N, LOW,HI,INT,H,V)
whers *he parameters have the same meaning as above, except for:
H (% *YBIN FLOAT(53)

' v {*, *YBIN FLOAT(53)

P.O. BOX 12076 — RESEARCH TRIANGLE PARK. NORTH CA 1




TRIANGLE UNIVERSITIES COMPUTATION CENTER

T.U.C.C.
Ressarch Triangle Park

®

North Caroling

Chapal Hill ®
N.C. State University
Aglaigh

October li, 1974 Library Services Series
' Document No. L5-275-0

FROM: NCSU Programming Services

SUBJECT: HQR, for Finding All Eigenvalues of a Real.Upper Hessenberg
Matrix

SUPPORT TYPE: A

DIRECT INQUIRIES TO: Campus/NCECS Programming Services

This is a PL/I procedure whirh -omputes all eigenvalves of a real upper
Hessenberg matrix by QR traneformatious.

Tf{ the Hessenberg matrix was obrained by reduction of a general matrix, it
is assumed that the reduztion was carried out by DIRHES (LS-272), ORTHES
(LS-273) or some similar procedure. If this was the -ase, it is recommended
that the ovriginal matrix be balanced by BAINCE (LS-267) prior to reduction.

This precedure is based on the procedure HQR in Handbook of Automatic
Computarion, Vol. 2, Linear Algebra; Wilkinson, Reine~h; Springer-Verlag
{1971), where a deacriptien of the methed can be founi,

Iup lemented versions ave:

1) HQR (N,MACHEPS,H,W,CNT,FAIL}

where
N BIN FIXED(31,0) containse the order of the matrix.
MACHEPS BIN FLOAT(21) should be .953675E-6.
H (*,*)BIN FLOAT(21) on call contains, in its first N rows

and N columns, the upper  Hessenberg matrix. On
return, the matrix has been destroyed.-  LBOUND(H,2)
should equal LBOUND(H,1).

w (*)BIN FLOAT{21) COMPLEX on return contains, in its first
N elements, the computed eigenvalues. -LBOUND(W,1)
should equal LBOUND(H,1).

CNT (*)BIN FIXED(15,0) on return contalns tha number of
iterations required for each eigenvalue. If two
values are found simultaneously as a palr, then
the oumber cf iterations is given with a positive
sign for the first and a negarive sign for the

~ second. LBOUND{CNT,l1) should equal LBOUND(W,1).
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FAIL LABEL is a label in the user program to which HQR will
transfer when 30 iterations.fail to isolate the
current eigenvalue.

?) DHQR (N,MACHEPS,H,W,CNT,FATL)
where the parameters hawve the same wmeaning as with HQR except for:
MACHEPS BIN' FLOAT(53)  should be .2220446049250314E-15

H (*,*)BIN' FLOAT(53)
W (*)BIN FLOAT(33) COMPLEX
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FROM: Dr. J. R. Denk, UNC at Greensboro

SUBJECT: LSQFIT - Subroutine for Least Square Fit on Linear Data

SUPPORT TYPE: A

LSQFIT is a PL/I subroutine that does a least squares £it on linear data. It
calculates the slope and intercept of the best fit line, the best fit ordi-
nate value for each experimental abscissa value, the deviation of each experi-
mental ordinate value from the best-fit value, and the root mean square stan-—
dard deviation. -

I. Calling sequence and definition of parameters
LSQFIT may be called by any PL/I program with the following statement:
CALL LSQFIT (N,X,Y,YLSF,DEV,RMSY,Ap,Al,NOGO);
Input parameters:

DECIMAL FITED (5,0)-—-
N: Number of ordered pairs (points).

ARRAY (N) DECIMAL FLOAT (SINGLE)-—-
X: Abscissa values (any units).

ARRAY (N) DECIMAL FLOAT (SINGLE)--
Y: Ordinate values (any units).

Output parameters:

ARRAY (N) DECIMAL FLOAT {SINGLE)~--
YLSF: Best fit values of Y.
ARRAY(N) DECIMAL FLOAT {SINGLE)~-~
DEV: Deviation of Y values from YLSF values.
DECIMAL FLOAT (SINGLE)~--
RMSY: Root mean square deviation.
DECIMAL FLOAT (SINGLE)--
Ap: Y intercept of best fit line.
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DECIMAL FLOAT (SINGLE)--
Al: Slope of best fit line.
DECIMAL FIXED(SP)--
NOGO: Switch to check for input error. If value is set %o
one, then subroutine has detected an error and issued
' a message.

II. System Information
Source Language: PL/I

Storage Required: &08816
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